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Abstract

Modelling and optimisation of battery integrated photovoltaics (PV) systems
require a certain amount of high-quality input PV and load data. Despite the
recent rollouts of smart meters, the amount of accessible proprietary load and
PV data is still limited.

This thesis addresses this data shortage issue by performing data analyses
and proposing novel data extrapolation, interpolation, and synthesis models.
First, a sensitivity analysis is conducted to investigate the impacts of applying
PV and load data with various temporal resolutions in PV-battery optimisation
models. The explored data granularities range from 5-second to hourly, and the
analysis indicates 5-minute to be the most suitable for the proprietary data,
achieving a good balance between accuracy and computational cost. A data
extrapolation model is then proposed using net meter data clustering, which
can extrapolate a month of 5-minute net/gross meter data to a year of data.
This thesis also develops two generative adversarial networks (GANs) based
models: a deep convolutional generative adversarial network (DCGAN) model
which can generate PV and load power from random noises; a super resolution
generative adversarial network (SRGAN) model which synthetically interpolates
5-minute load and PV power data from 30-minute/hourly data.

All the developed approaches have been validated using a large amount of
real-time residential PV and load data and a battery size optimisation model as
the end-use application of the extrapolated, interpolated, and synthetic datasets.
The results indicate that these models lead to optimisation results with a satis-
factory level of accuracy, and at the same time, outperform other comparative
approaches. These newly proposed approaches can potentially assist researchers,
end-users, installers and utilities with their battery sizing and scheduling optimi-
sation analyses, with no/minimal requirements on the granularity and amount
of the available input data.
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Chapter 1

Introduction

By the end of 2019, annual global photovoltaics (PV) installations reached 121
GW, bringing the total installed solar capacity to around 633 GW [1]. A decade
ago, as shown in Figure 1.1, the total capacity was only 22.7 GW and this sig-
nificant growth is mainly driven by the reduction in technology and installation
costs and government schemes that have been supportive of the PV uptake. On
the other hand, as of the end of 2019, PV generation only contributes 2.6%
of the global power, indicating that PV still has much potential to be utilised
[2]. Among the biggest problems facing the future uptake of PV are the grid
integration challenges. As the penetration of distributed PV systems increases,
it creates major issues for the grids which were originally designed for uni-
directional energy flow. Another challenge to the PV uptake is the expiration of
the generous feed-in tariffs, which have accelerated the adoption of PV in var-
ious countries and regions. As a result, solar feed-in tariffs are now lower than
the general import tariffs which affects the financial returns of PV installations.

A net metering scheme is considered a feasible option to reduce the electricity
costs for PV consumers. Different to gross meters where all the solar generation
is exported to the grid, as illustrated in Figure 1.2, solar generation of customers
with net metering schemes is first used on-site and the excess energy is then
exported. As a result, the net metering scheme has been adopted in many
different countries such as Australia [3], most states in the USA [4] and Germany
[5] etc.

Energy storage is another viable solution to bring value to the PV consumers
and utilities: not only because it increases the self-consumption of solar and thus
reduces electricity costs for commercial and residential consumers, but also it
can assist the grid by reducing the peak demand and avoiding losses associated
to PV curtailment in regions with strict export limitations. Despite all the
potential benefits that an energy storage system could offer, the penetration of
storage systems is still low, mainly due to the high upfront costs of installing
a battery system [6]. Besides, installing an energy storage system would also
require a purchase of a multimode inverter to replace or add on top of the

1



Figure 1.1: Global cumulative PV installed capacity 2008-2019 [2].

most commonly used current grid-connected inverters, which further increases
the upfront investments [7]. An example system configuration of a PV battery
system is shown in Figure 1.3, where a multimode inverter and a battery are
retrofitted onto an existing PV system with minimal rewiring [7]. To fully realise
the potential and maximise the financial returns of PV coupled battery systems
for consumers and energy service providers, charging and discharging operations
need to be optimised through effective planning and scheduling.

Solar generation is intermittent due to its dependence on weather and lo-
cation. Furthermore, household electricity load is highly stochastic due to oc-
cupancy behaviours and socioeconomic factors. Optimisation of PV integrated
battery systems, therefore needs to consider the uncertainties brought by PV
generation and load. These can be modelled using a large amount of monitored
data collected through monitoring devices and smart meters.

As a component of the Advanced Metering Infrastructure (AMI), smart me-
ters can monitor and transfer data more frequently and efficiently compared to
traditional interval meters [9]. Moreover, with two-way communication between
the consumers and utilities, smart metering technology enables and enhances
capabilities such as demand response programs, generation and consumption
forecasting, optimisation of battery integrated distributed generation and time-
variant tariffs [9]. Although some countries have started the rollouts of smart
meters and the smart meter penetration is expected to increase the amount
of accessible data, most consumers may not be able to properly access their
data due to a lack of user-friendly tools and regulatory issues behind the data
ownership [10]. Moreover, for third parties such as installers and researchers,
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Figure 1.2: Gross metering scheme vs net metering scheme [8].

Figure 1.3: System configuration of a battery integrated PV system with two
inverters [7].
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accessing household meter data is still difficult due to privacy concerns, and the
available public datasets are usually outdated and limited. Furthermore, cur-
rently, smart meter data’s common temporal resolutions are still 15-minute or
coarser [11] and most of the open access smart meter datasets are at 30 minute
or hourly temporal resolution [12].

It remains unclear which temporal precision is best suited for PV battery
optimisation models in terms of accuracy and computational costs. Moreover,
Most studies in power scheduling optimisation of PV and battery systems tend
to assume the battery conversion loss is linear to the energy flows of a battery.
Hence, there is a need to investigate the data from real PV battery systems to
assess the impacts of assuming a constant battery charging efficiency.

This thesis provides an analysis of the impacts of data granularity and bat-
tery system efficiency on the results of battery integrated PV optimisation mod-
els. Moreover, it develops practical and effective data extrapolation and syn-
thesis models to address the issue of limited proprietary data for optimisations
of battery integrated PV systems.

1.1 Research Motivations
For most optimisation studies related to PV battery power scheduling, the gran-
ularity of input PV and consumption data will determine the temporal resolu-
tion of an optimisation cost function. This is because most models have a single
fixed-length horizon with constant resolution and formulation of the optimisa-
tion problem is more straight-forward when the input data to an optimisation
model has the same granularity as the output control signals. The use of rela-
tively low temporal resolution may lead to errors in estimated costs as realised
costs are derived instantaneously in a real-time scenario. The literature remains
unclear how low temporal precision could impact the optimised costs of objec-
tive functions in a PV battery power scheduling model. Moreover, a resolution
finer than 1 minute has not yet been explored by distributed generation (DG)
optimisation analysis. There is no published research looking at evaluating the
impacts of various battery efficiency settings in a PV battery optimisation model
to the best of the author’s knowledge.

Despite many exciting signs of progress made in the recent PV battery power
scheduling and sizing optimisation literature, the practicability of these ap-
proaches remains questionable for the following reasons:

(1) To build a robust model, a minimum amount and high-quality of input
PV / weather and load data are often required whereas in practice, such
data might not be available.

(2) Very little research considers the limited proprietary data problem. A res-
idential household may have insufficient measured data for these battery
size determination/power scheduling optimisation models to work prop-
erly.
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(3) One potential solution for the above issues is to perform data extrapolation
using a customer’s consumption and generation patterns extracted from
the limited historical data. However, to the best of the author’s knowledge,
so far there is minimal work related to power data extrapolations that can
produce a sufficient amount of input data for PV integrated battery system
optimisations.

In the absence of any measured historical data, data extrapolation methods
are not applicable and synthetically generated data can be used to model the
data distributions and generate possible trajectories of PV and load power.
Previous researchers have explored synthetic PV and household electricity load
data generation, yet the practicability and reliability of these approaches are
still questionable for the following reasons:

(1) Some studies apply probabilistic models which rely on specific statisti-
cal assumptions that may affect the effectiveness of data synthesis (e.g.
Markov property is assumed for Markov chain based generative models
[13, 14]. This refers to the memoryless property of a Markov process and
specifies that the conditional distribution of future events in a Markov
process depends only on the current event [15]). It is reported in [16] that
even though the synthetic load data generated by Markov chains shows
similar statistical characteristics to real measured data (e.g. mean, stan-
dard deviation), the captured temporal correlations are not adequate.

(2) Some approaches [17, 18] require additional survey and weather data as
model inputs, which in practice can be even harder to obtain compared to
meter data. For instance, national time-use surveys are rarely conducted
[19] and often outdated and accurate solar irradiance data requires either
an on-site irradiance sensor or data access from a third-party organisation.

(3) The validations of synthetic data generation models are often conducted
on minimal real-time data [20, 21].

To date, most smart meter datasets still have data granularities of 15-minute
or coarser. While this granularity level could be sufficient for billing or deriving
the aggregated generation or consumption pattern, it may not fully capture the
weather transients or consumption spikes. One potential solution to address the
above-mentioned issues is to synthetically interpolate higher resolution smart
meter data from lower resolution data. However, in the existing literature, very
few studies have looked into this topic.

1.2 Research Contributions
Motivated by these facts, this thesis addresses the issue of limited proprietary
data for PV battery optimisations using developed analyses, data extrapolation
and synthesis models. An overview of the developed analyses and approaches
is shown in Figure 1.4. A sensitivity analysis is carried out to investigate the
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impacts of temporal resolution and battery efficiency settings on the optimised
costs of PV battery scheduling models, where it is concluded that 5-minute
temporal resolution achieves a good balance between accuracy and computa-
tional costs. Then based on the scenarios of limited proprietary data, differ-
ent approaches are developed to generate sufficient 5-minute PV & load data
through data extrapolation, synthesis and interpolation. After that the pro-
duced datasets are fed into a battery size optimisation model to validate the
effectiveness of these models.

Overall, the contributions of this thesis are to:

1. Carry out the first sensitivity analysis to investigate the errors related to
various granularities in optimised costs of a rule-based battery scheduling
algorithm and a linear programming (LP) optimisation model. This is also
the first DG optimisation analysis that evaluates a temporal resolution
finer than 1-minute.

2. Perform a clustering analysis on residential PV customers using net meter
energy data. To the author’s knowledge, this is the first work performing
a clustering analysis on net meter energy data. Hopefully, with the on-
going worldwide adoption of net meters, this work could illustrate a new
direction to load clustering research as gross load data will no longer be
collected from net meter customers. The net meter clustering approach is
then used to build a data extrapolation model, for the first time addressing
the insufficient net meter data problem in battery size optimisation.

3. Present a single Deep Convolutional Generative Adversarial Networks
(DCGAN) model that can simultaneously generate synthetic residential
gross/net meter solar and load data, taking account of the correlations
between on-site PV and load power. Previous approaches used indepen-
dent models [22].

4. Propose the first work which is a Super Resolution Generative Adversar-
ial Networks (SRGAN) based model to interpolate 5-minute average PV
generation and load power data from 30-minute/hourly average PV and
load power measurements. The synthetically interpolated high temporal
precision power data is validated in a PV integrated battery optimisation
model, which for the first time, addresses the issue of applying coarse PV
and load data in modelling residential PV battery systems.

1.3 Thesis Layout
The remaining parts of this thesis are organised as follows: Chapter 2 intro-
duces the relevant literature for PV integrated battery system sizing and power
scheduling optimisation, load clustering and synthetic power data generation.
An analysis of the impacts of data granularity and battery efficiency settings
on PV integrated battery system optimisation is given in Chapter 3. Chapter
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Figure 1.4: Overview of the proposed analyses, approaches and their corre-
sponding chapters
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4 introduces a battery sizing model which is robust to limited amounts of in-
put data. A DCGAN based model which can generate high-quality 5-minute
synthetic residential PV and load power data is presented in Chapter 5. The
proposed model is also used in a battery simulation model, to estimate electric-
ity costs and perform energy storage sizing for new residential customers with
no historical data. Chapter 6 includes a SRGAN model which creates 5-minute
data from 30-minute and hourly PV and load data. Chapter 7 summarises and
concludes the thesis.
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Chapter 2

Literature Review

2.1 Introduction
An overview of the topics covered in this chapter is shown in Figure 2.1. Dis-
tributed generation (DG) and types of battery integrated DG optimisation are
first introduced. Then this chapter focuses on past studies of battery inte-
grated PV power scheduling optimisation and planning optimisation, with their
adopted optimisation algorithms, optimisation objectives, types of input data,
optimisation horizons and storage efficiency settings summarised. It should be
noted that demand-side management optimisation is not within the scope of
this thesis, therefore the studies in this area are not reviewed in this chapter.
After that, as the models described in Chapter 4 and Chapter 6 both apply
load clustering, the related literature of load clustering is discussed. Lastly, the
relevant studies of synthesising PV and load power data are summarised.

2.2 Optimisation of Battery integrated PV Sys-
tems

2.2.1 Distributed Generation
Distributed Generation, commonly defined as a type of energy resource con-
nected directly to a distribution network or on the network’s customer side [23],
has recently become more competitive in the electricity market. DG potentially
has the advantages of lower environmental pollution, reduced power loss and less
required transmission capacity [24] and it can be categorised into three main
groups regarding to generation technology: renewable energy resources (wind,
solar PV, biomass etc.), modular generating systems (diesel generators, micro-
turbines, fuel cells) and combined production of heat and power (CHP) ([23,
25]). Due to the natural intermittency of some of the DG resources (such as
wind and PV), energy storage systems are often integrated with DG systems to
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Figure 2.1: An overview of the reviewed topics.
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reduce the mismatch between demand and generation and hence increases the
overall benefits of DG systems.

2.2.2 Varieties of Optimisation for Battery integrated Dis-
tributed Generation

Energy storage systems generally require a large amount of upfront cost there-
fore the designing and implementation processes of optimisation strategies are
crucial to the return of investment (ROI) of storage integrated DG systems.
In the existing literature, optimisation strategies focused on various aspects of
battery integrated DG systems have been well explored by many researchers.
Table 2.1 illustrates reviewed studies in this area, they can be classified into
three main categories.

Table 2.1: Optimisation type of reviewed studies on storage integrated DG.
Types of Optimisations Subcategory Reviewed Studies
System Planning Optimisation [26–29]
Demand-side Management Optimisation [30–37]

Power Scheduling
Optimisation

Renewable Energy System
Power Scheduling Optimisation [24, 25, 29, 34, 38–74]

Microgrid Power Scheduling
Optimisation [75–90]

System Planning Optimisation

Some studies have investigated the optimisation of system planning for battery
integrated DG systems. System planning models for battery integrated PV
systems were proposed by [26], [27] and [28] which derived the optimal system
capacity to maximise the system finacial returns. Another approach proposed by
[29] calculates optimal battery size for a stand-alone hybrid system to minimise
the levelised cost of electricity (LCOE).

Demand-side Management Optimisation

Optimisation through demand-side management (DSM) has also been studied
for storage integrated DG systems. Controllable loads in a storage coupled DG
system are scheduled for various optimisation objectives such as peak shaving,
minimising electricity/fuel cost and increasing self-consumption (reviewed stud-
ies are listed in Table 2.1).

Power Scheduling Optimisation

Power scheduling optimisation for storage integrated DG systems has gained
increased attention in the last decade, it can be roughly classified into two cat-
egories based on their system setups. The first category is storage integrated
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renewable energy system power scheduling optimisation. It should be noted
that a noticeable amount of them are mainly focused on power scheduling of
PV integrated battery systems [25, 29, 34, 49–74]. The second group of studies
investigates the power scheduling optimisation of microgrids which is different
from renewable energy power scheduling as the system configurations also con-
sider modular generating systems and CHP.

2.2.3 Battery integrated PV System Planning Optimisa-
tion

The main difference between system planning optimisation and power schedul-
ing optimisation is that the former focuses on size optimisation of PV or/and
battery. In contrast, the latter often aims to optimise the battery charging &
discharging activities.

Optimisation Objectives

Many studies perform the techno-economic analysis of PV-integrated battery
systems, where many focus on the battery size determinations. These studies
have adopted various economic, technical and environmental indicators to be
optimised in their modelling approaches [91]. The economic criteria includes
levelised cost of electricity (LCOE) [92–94], net present value (NPV) [95–97],
ROI [98] and cost-competitiveness with the grid import rate [99]. The adopted
technical indicators consist of voltage deviations [94, 100], energy losses [100]
and frequency control [101]. Environmental criteria is generally related to CO2
emissions where levelised CO2 equivalent life cycle emissions and damage cost
of CO2 emissions were respectively considered in [94] and [102].

Optimisation Algorithms

Different optimisation algorithms have been adopted to find the optimal system
configuration. Most of them are also used for power scheduling optimisations, as
mentioned earlier. In [103], MILP was adopted to calculate the lower and upper
bounds of the optimal battery sizes for a grid-connected solar system where the
electricity costs stay the same when battery size exceeds the upper limit and
increase significantly when the storage size is below the lower limit. MILP was
also applied in a similar manner in [92, 96] which optimises the system config-
uration and operation schedule of a PV integrated battery system. Exhaustive
search was adopted in [104] to look for the battery system configuration with
the lowest LCOE. A similar approach using exhaustive search was performed
in [93], however it was proposed for battery sizing in off-grid renewable energy
systems and optimising battery control strategies. Stochastic MINLP was ap-
plied in [105] to optimise sizes and power schedules of a PV integrated battery
system, with a Monte Carlo approach to model the uncertainties in PV produc-
tion. A GA-based approach [100] was applied to optimise the sizes and locations
of battery-coupled distributed PV generators in distribution networks. GA was
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also applied in [102] to transform the optimisation cost function into a linear
programming (LP) function. Then the LP function is solved to find the opti-
mal placements, sizes and power schedules in a distribution network. Authors
in [97] applied a dynamic programming approach to optimise sizes and energy
dispatches in lithium-ion battery integrated commercial PV systems.

2.2.4 Battery integrated PV System Power Scheduling
Optimisation

Optimisation Objectives

Different studies on power scheduling of the storage-coupled PV system have
applied various optimisation objectives. These objectives define their individual
objective function, which is the core part of an optimisation model.

A significant part of the research seeks to find power scheduling optimisation
models to minimise electricity cost [34, 49, 50, 53, 54, 56, 57, 59, 62, 65, 66,
71, 74, 81, 88]. Another well-adopted optimisation objective is peak demand
shaving which could lead to benefits to both grid and consumers [25, 50–52, 55,
61, 69]. Some studies considered models to find optimal scheduling strategies on
maximising the lifetime ROI of a battery integrated solar system [29, 63]. Au-
thors in [70, 106] proposed optimisation models to maximise self-consumption
of battery integrated renewable energy systems. The cost associated with bat-
tery degradation was also considered one of the optimisation objectives in some
studies [49, 54, 76]. Authors in [65, 66] also adopted an optimisation objective
to mitigate over-voltage issues caused by reverse power flows of PV. Optimisa-
tion model proposed by [85] included increasing grid energy security as one of
their optimisation objectives. Moreover, the authors in [72] introduced a power
scheduling optimisation model to minimise the line loss of PV battery systems.

Optimisation Algorithms

Various optimisation algorithms have been applied to solve the scheduling op-
timisation objective functions for battery integrated PV systems.

Rule-based algorithms have been considered and applied for several studies
[51, 52, 59, 63, 70, 71, 76, 79, 87] due to its advantages of simplicity and high
flexibility for implementation. It has also been used as a base case for comparing
with other more advanced optimisation models.

Linear programming (LP) is generally defined as maximising or minimising a
linear function by applying linear inequality or equality constraints [107]. It has
been applied by some studies [25, 34, 50, 55, 61, 68, 74, 78] as it can converge
at a low computational cost and can guarantee the solution is optimal if the
optimisation problem is linear.

When some of the LP optimisation variables are restricted to discrete inte-
gers, the optimisation problem becomes a Mixed Integer Linear Programming
(MILP) problem. A MILP problem formulation has been adopted by several
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power scheduling studies on battery coupled PV systems [54, 56, 77, 81, 82, 88,
89, 106].

Suppose an optimisation cost function is non-linear and has integer vari-
ables. In the case, the problem becomes a Mixed Integer non-linear Program-
ming (MINLP) problem which was used in energy scheduling optimisation for
microgrids [84].

Like LP, Quadratic Programming (QP) uses linear constraints but its objec-
tive function is quadratic convex [108]. Models using QP were applied in a few
studies for power scheduling of battery integrated PV systems [66–68].

Genetic Algorithm (GA), a type of evolutionary computation technique, has
also been applied for storage scheduling problems with PV [29, 60]. GA can
solve optimisation problems by constantly modifying a group of solutions to-
wards an optimal solution. It can solve stochastic and non-linear optimisation
problems that LP, QP and MILP can not easily solve. Another evolutionary
optimisation technique, Particle Swarm optimisation (PSO), was also applied
for power scheduling PV battery systems [75]. The advantage is PSO is that it
requires fewer adjustments on parameters and easier to implement [109].

Dynamic Programming (DP) solves optimisation problems by dividing a
complex problem into dependent sub-problems and then utilising the solutions
of these simpler sub-problems to find an optimal global solution [110]. DP
assumes the model environment is a Markov decision process (MDP) and has
been favoured by a noticeable amount of researchers in this area [25, 49, 50, 53,
56–58, 65, 66, 69, 76, 86].

Reinforcement Learning (RL) is a machine learning technique which allows
a software agent to learn optimal behaviours using the feedback from the en-
vironment. RL has quite similar working principles to DP however the major
difference is that DP algorithms assume perfect knowledge of the model and
transition probabilities, whereas RL only needs access to a set of samples with-
out knowing exact information of the environment model. It has been applied
for storage coupled microgrid scheduling by [80, 83].

Model Predictive Control (MPC), also referred as Receding Horizon Control
(RHC), is a control design technique that can be applied for scheduling optimi-
sations. Instead of applying a pre-computed control sequence, MPC determines
the current control, at each optimisation period, by numerically solving an open-
loop optimisation problem within the finite prediction horizon using the current
system state as the initial state [111]. Stochastic MPC (SMPC) introduces the
probabilistic descriptions of uncertainties in MPC into a stochastic optimisation
problem [112]. As forecasts of demand and generation often have their intrinsic
errors, MPC and SMPC have the potential of taking these errors into account in
the following optimisation iteration and hence increase the optimisation robust-
ness. Several studies have applied MPC models and they are generally coupled
with algorithms discussed above, such as RB, LP, DP and MILP [50, 59, 62, 73,
85, 89, 90].
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Figure 2.2: An example of a MPC framework with a 5-step optimisation horizon
[113].

Optimisation Horizon

Optimisation horizon for a sequential decision-making process is referred to as
the control horizon considered in the optimisation model. Theoretically, the
optimisation horizon of a PV battery system control problem is the lifetime of
the system however, this is rarely adopted in the previous studies for a couple
of reasons: 1. Long horizon exponentially increases the computational costs
for optimisation algorithms such as LP and DP. 2. For optimisation models
that require PV and load forecasts, it is not feasible to get forecasted data with
adequate accuracy for a horizon equal to the lifetime of a system.

Most of the reviewed studies adopted 24-hour optimisation horizons [24, 25,
29, 34, 38, 39, 41–43, 46–51, 55, 58–62, 65–72, 74, 75, 79–81, 84–86, 88, 89,
106]. A 12-hour optimisation horizon was adopted by a few proposed optimi-
sation models [40, 64, 73]. Optimisation horizons of 48-hour and 72-hour were
respectively applied for optimisation models proposed in [57] and [78].

Due to the intrinsic intermittency of PV and high variability in residential
and commercial electricity consumption profiles, a significant number of studies
incorporated the forecasts of PV generation and consumption to enhance the
effectiveness of their power scheduling models [29, 34, 49–53, 55–59, 61–64, 66–
71, 73, 75, 76, 78, 79, 85, 89, 106].

For optimisation models that require forecasting PV and consumption, an-
other term is generally referred to as the prediction horizon, which is simply
the look-ahead horizon for forecasted PV and load. In a noticeable amount of
studies, the length of the prediction horizon is equivalent to the control horizon
as control signals in the optimisation horizon are dependent on the predictions
of PV and consumption. On the other hand, for a MPC approach illustrated
in Figure 2.2, the prediction horizon is not necessarily the same as the opti-
misation since MPC will update its forecasts before the optimisation horizon
ends. Furthermore, several studies adopted a multi-stage approach in their op-
timisation frameworks. This technique first solves the optimisation problem
on an extended horizon with a relatively low-resolution. It then combines the
derived low-resolution control signals with control decisions computed by an
optimisation horizon with shorter length but finer resolution [53, 56, 78].
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Storage Efficiency Settings

Storage efficiency plays a vital role in the system setup of a PV battery power
scheduling optimisation problem as not only it affects the system efficiency, but
it can also influence the State of Charge (SOC) constraints in the optimisation
formulation. Most studies in the power scheduling optimisation of PV and
battery systems tend to assume the battery conversion loss is linear to the
energy flows of a battery. Battery efficiency settings used by reviewed literature
can be categorised into three main types, as shown in Table 2.2.

Table 2.2: Battery Efficiency Settings applied in existing PV battery scheduling
optimisation studies

Storage
Efficiency
Setting

References

Perfect
Conversion
Efficiency

[38, 48, 61, 64, 67, 68, 71, 80, 81, 86, 88, 90, 106]

Constant
Charging/
Discharging
Efficiency

[24, 25, 34, 39–44, 47, 49–55, 58–60, 63, 65, 66, 70, 72–79, 84, 85, 89]

Efficiency
derived from
quadratic
curves

[46, 56, 57, 69]

A noticeable number of studies assume perfect battery conversions, in other
words, the efficiency is assumed to be 100% and no energy is lost during charging
& discharging activities. A significant amount of studies incorporates a constant
charging/discharging efficiency, where the battery efficiency is constant regard-
less of the battery charging/discharging power. Several studies have adopted a
quadratic battery efficiency curve where the battery charging/discharging effi-
ciency is dependent on the input/output power.

2.2.5 Input Proprietary Data
Input Data Granularity

Different PV and load datasets have been applied in various reviewed power
scheduling studies. The temporal resolutions of these datasets are strongly
dependent on the adopted sampling rates of electricity meters and weather sta-
tions, along with forecasting and modelling techniques of load consumption and
PV generation.

The temporal resolution of an optimisation model for a sequential decision-
making problem is generally defined as how frequent a decision is implemented.
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For most studies related to PV battery power scheduling, the granularity of
input PV and consumption data determines the temporal resolution of the op-
timisation model. This is simply because most proposed optimisation models
have a single fixed resolution and horizon and formulation of the optimisation
problem would be much simpler when the input data has the same granularity
as the output control signals.

1-minute resolution measured PV and consumption data was used in a mi-
crogrid scheduling optimisation study to evaluate the performance of a DP op-
timisation framework [86]. A couple of studies have used datasets with resolu-
tions close to 5-minute: forecasted 4-minute and 5-minute PV and consumption
datasets were included in the optimisation models proposed by [73, 79]. In
the optimisation frameworks developed by [51, 69], 10-minute PV and demand
datasets were applied to evaluate their models. 15-minute PV and consumption
datasets have been used in several PV battery power scheduling studies [52, 55,
56, 58, 61, 63, 85]. Moreover, a noticeable amount of researches utilised 30-
minute PV and load data in their PV battery scheduling optimisation models
[49, 50, 57, 67, 68, 89]. A large number of studies applied hourly PV and load
data in their optimisation studies [25, 29, 34, 53, 59, 60, 62, 64, 65, 72, 74,
75, 77, 81, 84, 88]. Table 2.3 summarises the temporal resolutions of PV and
consumption data used in reviewed PV battery scheduling optimisation studies.

Table 2.3: Temporal resolution applied in existing PV battery scheduling opti-
misation studies.

Temporal Resolution References
1-minute [86]
4, 5-minute [73, 79]
10-minute [51, 69]
15-minute [52, 55, 56, 58, 61, 63, 85]
30-minute [49, 50, 57, 67, 68, 89]
hourly [25, 29, 34, 53, 59, 60, 62, 64, 65, 72, 74, 75, 77, 81, 84, 88]

A few approaches in the literature have compared various granularities used
in DG optimisations. Some explorations have been conducted to evaluate the
impacts of applying input data with various resolutions. The impacts of tem-
poral resolution on the optimisation results of micro combined hear and power
(CHP) systems are analysed in [114], where noticeable differences in optimal
capacity, carbon dioxide emission reduction and lifetime costs are found be-
tween using 1-hour and 5-minute load energy data. On the other hand, there
were minor differences between the results derived from 5-minute and 10-minute
resolution; hence the authors concluded that finer resolution may only lead to
insignificant improvements and much more computational costs. An analysis
was done to explore the effects of data granularity on the imports and exports
of a DG system. The study concluded that low-resolution data leads to under-
estimations of imports and exports [115]. Authors in [44] investigated impacts
of data resolution on the optimal sizes of components such as PV, wind, battery
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and diesel in a renewable system, they found the impacts are strongly related to
system configuration, and it is difficult to make a simple granularity recommen-
dation. A study completed by [116] explored effects of applying low-resolution
data on the modelling of a residential PV battery system. The results showed
that coarse load data could cause overestimations of battery lifetime and under-
estimations of a battery’s contribution to PV self-consumption. The impacts
of data granularity on DG capacity and estimated losses were investigated by
[117], they recommended a resolution finer than 1 hour is not necessary as dif-
ferences in results are negligible when using high-resolution data. Authors in
[11] analysed the influence of PV and load data granularity on self-consumption
and sizing of a PV battery system. They found temporal precision of load
data is more critical to the estimation of self-consumption rate. For a system
with a relatively low and stable demand profile, 15-minute data is sufficient for
the determination of self-consumption rate, whereas 5-minute or finer temporal
precision is required for the sizing of battery inverter power. Moreover, their
study concluded that hourly resolution is sufficient for the sizing of PV battery
systems. Authors in [50] demonstrated that the estimations of storage value
can be influenced by the temporal resolution of input PV and load data for
a residential PV storage system. An average of 17% difference was found be-
tween using 1-minute and 30-minute data for a simulated site configuration in
which the battery is controlled by a rule-based algorithm designed to maximise
self-consumption of PV.

Measured vs Synthetic Data

Despite all the exciting progress in battery optimisation models, most studies
still use synthetic PV or consumption data. In [13], 20 years of solar irra-
diance data generated by discrete-time Markov chains was fed into a battery
simulation model to assess the economic benefits of storage on reducing imbal-
ance penalties. Another study [17] determined the capacity distributions of a
battery-supercapacitor hybrid energy storage system in a micro-grid, applied
probability density estimations and Monte Carlo simulations to generate syn-
thetic input data of wind speed, irradiance and load. One exception, reference
[95], where net meter energy data from 79 solar households was adopted. How-
ever, the dataset had a considerable amount of missing data (68 days out of one
year).

A few studies have emphasised the importance of using real-time load data
in the system planning optimisation of PV battery systems. Authors in [118]
compared real-time and aggregated load profiles and concluded that adopting
aggregated load data may result in overestimated self-consumption and under-
estimated total costs. Studies like [119] and [120] showed households with var-
ious consumption patterns may result in quite different end net present values
(NPVs) and self-sufficiency rate (SSR) for battery integrated solar systems. The
wide adoption of synthetic data is likely due to the lack of high-quality pub-
licly available generation and consumption datasets. Moreover, even in practice,
battery installers or utility which often have more direct contacts with solar cus-
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tomers, suffer from the insufficient data during their decision-making processes
of battery system configuration.

Very few research considers the limited input data problem stated above.
Authors in [121] used a techno-economic model to compute the optimal PV and
battery configurations for various non-solar customers and use the simulation
results to develop a machine learning model that could predict the optimal
configuration, NPV and SSR using a limited amount of load data. Although this
model has achieved promising results, it still requires weather data to generate
synthetic PV data. Another possible factor that could affect the practicability
of the model is that a single change in the techno-economic parameters would
require re-simulating and re-training of all the households in the training set.

2.3 Load Clustering
Load clustering has been applied for many studies concerning the analysis of
electricity consumption data. A couple of papers have given comprehensive re-
views on the applications, techniques and evaluation metrics of clustering [9,
122]. Load profiling, which is generally referred as identification of typical con-
sumption profiles over a certain period, is one of the main applications of load
clustering and it can be used for a better understanding of consumer behaviours
[123], tariff designs [124] and demand strategies [125]. Customer classification
also uses load profile clustering to create cluster labels related to household char-
acteristics and demographic information [126, 127]. Moreover, load clustering
has also been applied to enhance the performance of load forecasting algorithms
[128, 129].

A variety of load clustering techniques have been attempted in the literature,
such as hierarchical clustering [128, 130], k-means [123, 131], fuzzy k-means
[132], follow the leader [133], self-organizing map [134], support vector clustering
[124] and probabilistic neural networks [135]. The number of clusters needs
to be defined manually for non-hierarchical clustering models (e.g. k-means
clustering), although this is not required for hierarchical and follow the leader
models [9].

Various clustering validity indicators have been applied to evaluate the per-
formances of clustering algorithms; most of them are defined using Euclidean
distance metrics [122]. Commonly used clustering validity indicators (CVIs) in-
clude Clustering Dispersion Indicator (CDI) [124], Davies-Bouldin Index (DBI)
[132], Mean Index Adequacy (MIA) [122], modified Dunn Index [136] and Scat-
ter Index (SI) [124].

Clustering research taking account of consumers with on-site generation re-
mains limited. Authors in [137] applied a self-organizing map clustering model
on 300 Australian households with installed PV systems which reveals a self-
consumption behaviour within gross meter solar customers. A case study was
demonstrated in [138] which shows how clustered consumption profiles can be
used for the size planning of a PV and energy storage system on a commercial
building.
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2.4 Synthetic Power Data Generation
2.4.1 Renewable Data Synthesis
Previous studies of synthetic power data generation (also referred as scenario
generation) for renewable energy resources can be categorised as indirect and
direct approaches. For indirect renewable power scenario generation, synthetic
weather data such as solar irradiance and wind speed is generated first, then
fed into a renewable power system model to output synthetic power scenarios.
In [13] and [14], synthetic clearness index values were generated by a first or-
der Markov Chain, then synthetic ground horizontal irradiance (GHI) data was
calculated. The synthetic GHI was used to simulate PV generation through a
PV system simulation model. Synthetic solar irradiance and wind speed data
were respectively generated via estimated normal and weinull distributions in
[17], which was then converted into synthetic system power outputs. A similar
approach was performed in [139] and [140], where probability density estima-
tions were performed to produce synthetic wind speed and power data. Autore-
gressive moving average (ARMA) models were developed in [141–143] to first
characterise the autocorrelation within historical wind speed data, then produce
synthetic wind speed scenarios. Direct power scenario generation models gen-
erally only use historical power data as inputs instead of weather-related data.
An approach to generate synthetic nearby sites’ solar power data was developed
in [144], which randomly mixes measured PV ramping events of nearby solar
systems to produce synthetic PV power values. Authors in [145, 146] adopted
copula models which fits the historical wind/solar power data into a multivariate
probability distribution to sample synthetic wind/solar data.

2.4.2 Load Data Synthesis
Studies that model electricity load data can be categorised into top-down and
bottom-up approaches [147], where bottom-up models are often applied to gen-
erate synthetic load profiles. Bottom-up approaches model the electricity de-
mand of a small group of households by utilising information such as histor-
ical electricity load and weather data, appliance characteristics and occupant
behaviours [148]. Then the load of the whole targeted geographical area is
determined by extrapolating the modelled load demand of the smaller represen-
tative group [147]. As a popular branch of bottom-up approaches, conditional
demand analysis (CDA) was first developed in [149] and further improved in
[150, 151]. In [149], household and appliance survey data and the corresponding
monthly electricity load data were analysed, where a linear regression model
was proposed to predict monthly and yearly electricity load given the appli-
ance counts and interaction variables such as number of occupants, income and
electricity price. A neural network based bottom-up model was developed in
[152], where air temperature and solar irradiance were adopted as inputs of the
neural network to predict the hourly load of a residential building in Greece.
Some other so called engineering bottom-up approaches do not require statis-
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tical analysis of historical load data to develop their models. Instead, they
function by directly utilising the characteristics of appliances and household
building envelopes [148]. Although these models are more flexible and capable
of incorporating new appliances and building types, it is more challenging to
take occupancy behaviours into account. Authors in [153] reconstructed house-
hold load curves by applying behavioural and technological probability functions
derived from appliance distributions, demographic and lifestyle data. A high-
resolution bottom-up electricity demand model was developed in [18], where
the UK 2000 Time Use Survey data [154] was adopted to infer the probabilities
of occupants switching on different appliances throughout a day. Then by ag-
gregating the appliance power consumptions using their power characteristics,
synthetic load curves were created for a given household.

2.4.3 Generative Models
In the last decade, compared to the significant progress made in classification
tasks by discriminative models which is another main type of machine learning
approach, generative models have less of an impact on synthetic data genera-
tion tasks due to the difficulties in approximating many intractable probabilis-
tic computations in maximum likelihood estimation and utilising the benefits
of piecewise linear units in the generative context [155]. As a popular machine
learning research field, Generative Adversarial Networks (GANs) [155] has some
potential benefits over the above-mentioned data synthesis methods: (1) GANs
are a type of data-driven generative model, which means only historical me-
ter data is required; (2) Assumptions that are required by other models such
as Monte Carlo approximations or Markov chains are not needed; (3) GANs
can leverage deep convolutional neural networks to generate high-quality sam-
ples which have been very promising in the image synthesis field [156]. Despite
these advantages, the use of GANs on generating synthetic solar and household
load data has been minimal. A Wasserstein GAN (WGAN) based model was
developed in [21] to generate synthetic 5-minute solar power data, where they
adopt a one-year 5-minute dataset of 32 solar plants and use 80% of daily sam-
ples as training data. A day ahead weather classification model was proposed in
[20] where a Wasserstein Generative Adversarial Network with gradient penalty
(WGAN-GP) was used to perform data augmentation on 15-minute solar irradi-
ance data collected by a weather station. Results showed that augmented data
can improve the classification accuracies. In [157], An Auxiliary Classifier GAN
(ACGAN) was developed to generate synthetic 30-minute weekly load profiles
conditioned on load patterns obtained by k-means clustering, and the study
used a load dataset of 500 households.

2.5 Summary
In summary, this chapter focused on past studies regarding optimisations of
battery integrated PV systems, including three major aspects: system planning
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optimisation, power scheduling optimisation and input proprietary data.
As illustrated in Table 2.3, most studies in PV battery scheduling adopted

low-resolution data. This is expected for several reasons: 1. Smart meters
or monitoring systems are not widely adapted in households until the last few
years, old interval meters generally have lower sampling rates; 2. To date,
publicly accessible high-resolution PV and consumption datasets are still quite
limited; 3. High granularity input data could lead to high computational costs.

Recent contributions in optimisation research of PV-integrated battery sys-
tem can be grouped under one of the following categories: 1. New types of
optimisation criteria [99]; 2. More thorough considerations of optimisation ob-
jectives [93, 94, 102]; 3. Optimisation of battery control strategy or scheduling
added on top of configuration determination [92, 97, 98, 105]. 4. New battery
applications in renewable energy systems [97, 100].

There are pretty limited studies looking into the limited proprietary data
problem for battery-integrated PV system optimisations. Moreover, it is still
unclear how the temporal resolution of the input PV & load data can affect the
optimised costs and savings of a PV-battery optimisation model.

Clustering is often considered an effective tool to obtain valuable information
about customer consumption behaviours and has drawn the attention of many
researchers. However, to date, the applications of this technique have mainly
focused only on the electricity consumption data, ignoring the solar generation
data despite the significant growth of residential solar customers.

Generative Adversarial Networks has become a quite popular machine learn-
ing technique due to its effectiveness on data synthesis and it has been applied
for generating synthetic smart meter data. However, it is found that these stud-
ies have certain limitations which may affect the potential success of GANs for
this area of research:

(1) Often, small datasets were used (e.g.[20]). As individual residential house-
holds could have various PV and load profiles, more significant number
of samples are necessary to capture their power data distributions ade-
quately. One exception is [157], however the authors only selected four
profiles for the validation of individual synthetic load curves and no infor-
mation was given on how many profiles were used for model training and
validating of aggregated synthetic profiles.

(2) Data synthesis was performed for low granularity data in [20] and [157],
where some applications such as PV integrated battery system power opti-
misation may require 5-minute or higher temporal resolution for accurate
estimations of battery savings and electricity costs [158].

(3) The metrics to validate the synthetic profiles are mostly limited to the
statistical comparisons of synthetic and real data distributions on an ag-
gregated level, there are often no concrete case studies or quantitative
metrics that matches the intended use of the model. As suggested in
[159], good performances of generative models on one statistical metric
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doesn’t imply the same level of success in other criteria so these models
need to be evaluated concerning the intended end applications.

The following chapters address these research gaps through new analyses,
data extrapolation, interpolation and synthesis models:

(1) Chapter 3 looks into the impacts of input data temporal resolution on
the optimised costs and savings of a PV-battery optimisation model. The
analysis also recommends the desirable granularity which achieves a good
balance between computational costs and accuracies.

(2) Chapter 4 conducts the first clustering analysis taking account of both
generation and consumption data of households, applies the clustering
results to extrapolate the limited input data and uses the extrapolated
data for battery sizing of residential PV households.

(3) A GAN based model is proposed in Chapter 5, which can simultaneously
generate 5-minute residential gross/net meter PV and load power data,
taking account of the correlations between on-site PV and load power.
A practical end-use case study is presented using a residential battery
sizing tool. The tool uses synthetic PV and load power data as inputs
produced by DCGAN and is validated by a large evaluation set of 292 PV
households.

(4) Chapter 6 presents the first SRGAN based model to produce 5-minute av-
erage PV generation and load power data from 30-minute/hourly average
PV and load power measurements. The synthetically interpolated high
temporal precision power data is validated in a PV integrated battery op-
timisation model, which for the first time, addresses the issue of applying
coarse PV and load data in modelling residential PV battery systems.
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Chapter 3

Evaluating the Impacts of
Temporal Resolution and
System Efficiency on
PV-battery System
Optimisation

3.1 Introduction
Optimising the charging/discharging activities of batteries is crucial to realise
the full potential benefit of a PV-battery system. Many studies have sought
to solve this sequential stochastic optimisation problem using various optimisa-
tion techniques such as linear programming, quadratic programming, dynamic
programming and model predictive control.

As indicated in Table 2.3, which summarises applied temporal resolutions
for the optimisation models used in the reviewed PV battery power scheduling
literature, most studies use low-resolution forecasted/measured PV and con-
sumption data. The use of low temporal resolution in an optimisation’s objec-
tive function may lead to errors in estimated costs as realised costs are derived
instantaneously in practice.

The literature remains unclear how low temporal precision could impact
the optimised costs of objective functions in a PV battery power scheduling
model. Therefore, it is worth looking more closely at the temporal resolution
to understand how the optimised costs are affected. Figure 3.1 shows the PV &
load power profiles for a single day with various temporal resolutions explored
in this chapter. The goal is to find the most suitable resolution, resulting in a
desirable balance between accuracy and computational costs.
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Figure 3.1: PV & load power profiles for a single day with various temporal
resolutions explored in this chapter.

According to Table 2.2, several studies assume perfect battery conversions
(i.e. the efficiency is assumed to be 100%). The majority of approaches incor-
porate a constant charging/discharging efficiency. Several studies have adopted
a quadratic battery efficiency curve where the battery charging/discharging ef-
ficiency is dependent on the input/output power.

There is no published research looking at evaluating the impacts of various
battery efficiency settings in a PV battery optimisation model to the best of the
author’s knowledge. Furthermore, there is a need to investigate the data from
real PV battery systems to assess whether a linear battery efficiency model is
sufficient.

3.2 Datasets
Three primary datasets collected by Solar Analytics, an Australian solar moni-
toring company [160] using Wattwatchers monitoring hardware [161], are used
in this chapter:

(1) One year of 5-second PV and consumption data collected between August
2016 and August 2017, from 45 Australian residential customers.

(2) Up to one year of 30-second PV, consumption and battery energy data
collected from 36 Australian residential battery customers who all have
the same battery size and configuration.

(3) Up to one year of 30-minute battery application programming interface
(API) data collected from the 36 residential battery customers mentioned
above. The API data is directly provided by the battery manufacturer
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and it includes the maximum usable capacity, 30-minute SOC, 30-minute
battery charge and discharge energy.

3.3 Optimisation Algorithms
Two battery power scheduling optimisation models (rule-based (RB) and linear
programming (LP)) are adopted to evaluate the impacts of various input data
granularities. On the other hand, only the RB model is applied to evaluate the
effects of different battery efficiency settings as the real battery systems included
in this study are controlled by this algorithm so adopting this model allows us
to make an empirical sensitivity analysis on battery efficiency by comparing real
and estimated optimised costs.

The reasons for using RB and LP are twofold: 1. RB is a simple method
which can be a baseline and LP could be the theoretical upper limit regarding
the optimisation results. Under linear constraints and perfect forecasts, LPs
optimisation results are already optimal. While other more complex models
could better deal with non-linear constraints and non-perfect forecasts, they
would still end up with the same results obtained by LP under this chapters
assumptions. 2. The RB and LP models are fairly standard and straightforward
in terms of implementation, this means the sensitivity analysis of this chapter
could also be valid for other studies using LP and RB. However, for other
more complicated models (e.g. DP), most studies have variances in terms of
model assumptions and actual implementations even though they use similar
approaches. This means it is hard to adopt a benchmark model in this analysis
and to ensure the same findings would also apply for other studies.

3.3.1 Nomenclature
The nomenclature for the optimisation algorithms is shown in Table 3.1:

Table 3.1: Nomenclature for the optimisation algorithms.

Symbol Definition
pvt Gross PV energy during interval t
loadt Gross load energy during interval t
Pmax Rated maximum charging and discharging power (kW)
Ctotal Total battery size (kWh)
SOCmin Minimum value for state of charge
pimport
t Import Tariff during interval t (AUD/kWh)

pexportt Export Tariff during interval t (AUD/kWh)
SOCstart State-of-charge when we start our simulation
ηch Charging efficiency
ηd Discharging efficiency
t Time interval
m Number of intervals in one year
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h Number of intervals in one full day
socusablet Usable capacity during interval t
net_energyt Net energy during interval t
bcht Energy transferred to battery during interval t (kWh)
gexportt Grid export during interval t (kWh)
costpvt Electricity Cost during interval t (AUD) without a battery
costbattt Electricity Cost during interval t (AUD) with an installed battery
soct State of Charge at start of interval t (kWh)
bdt Energy transferred from battery during interval t (kWh)
gimport
t Grid import during interval t (kWh)
degradc Battery degradation rate in total capacity (kWh/interval)

degradp
Battery degradation rate in
maximum charging/discharging power (kW/interval) data

3.3.2 Rule-based (RB) Model
The rule-based model used in this work is a simple control algorithm that aims
to maximise PV self-consumption. It has been considered and implemented for
some studies (e.g. in [50]) and is used in practice at many installed batteries
due to its simplicity and ease of implementation. Another reason to include this
model is that all the real battery systems included in this study are controlled by
this algorithm so adopting this model allows us to make an empirical sensitivity
analysis on battery efficiency by comparing real and estimated optimised costs.
A pseudo code of this algorithm is presented in Algorithm 1.

As shown in Algorithm 1, a linear degradation rate is assumed for both
the maximum charging and discharging power and battery capacity, they are
updated for each timestamp (t). Then there are two scenarios: 1. when PV
generation exceeds load consumption, the battery is charged until it is full. At
the same time, we also ensure the charge power is less than the battery limit;
2. when load consumption is larger than generation, the battery is discharged
until depleted. Similarly, the algorithms ensure the discharge power is lower
than the battery limit.

3.3.3 Linear Programming Model
Several researchers in this area have applied linear Programming (LP) as it
can converge at a low computational cost and guarantee the solution is optimal
if the optimisation problem is linear [25, 34, 55, 61, 68, 74, 78]. As we are
running simulations at a high temporal resolution, LP is favoured to minimise
computational costs. Table 3.2 demonstrates the mathematical cost function
and convex constraints used in our LP formulation.

An optimisation planning horizon of 24 hours is included assuming perfect
foresight of PV and consumption. It should be noted that in real-time, perfect
forecasts are not possible. The reason for using a perfect forecast is that we
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Algorithm 1 Pseudo Code for the rule-based model
1: Input pvt, loadt, Pmax, Ctotal, SOCmin, pimport

t , pexportt , SOCstart ▷ Input
parameters

2: Input ηch, ηd ▷ Import charging/discharging efficiencies
3: soco ← SOCstart ▷ Set initial SOC to SOCstart

4: for t in (1, 2, ..., m) do ▷ for loop starts
5: socusablet ← Ctotal × (1− SOCmin)− t× degradc
6: P c

t ← Pmax − t× degradp
7: net_energyt ← pvt − loadt ▷ determine net load from gross PV and

load energy
8: if net_energyt > 0 then ▷ when there is excess solar, charge battery

until full
9: bcht ← min(net_energyt, P

c
t , (soc

usable
t − soct−1)/ηch)

10: gexportt ← net_energyt − bcht
11: costpvt ← −net_energyt × pexportt

12: costbattt ← −gexportt × pexportt

13: soct ← soct−1 + bcht × ηch
14: else ▷ when there is excess demand, discharge battery until depleted
15: bdt ← min(−net_energyt, P

c
t × ηd, soct−1 × ηd)

16: gimport
t ← −net_energyt − bdt

17: costpvt ← −net_energyt × pimport
t

18: costbattt ← gimport
t × pimport

t

19: soct ← soct−1 − bdt /ηd

20: Output
∑m

t=1 cost
pv
t

∑m
t=1 cost

batt
t
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Table 3.2: Formulation of the LP model
Objective
Function Minimise J =

∑h
t=1(g

import
t × pimport

t − gexportt × pexportt )

Variables bcht , bdt , g
export
t , gimport

t

Equality
constraints

pvt + bdt + gimport
t = loadt + bcht + gexportt

soct = soct−1 + bcht × ηch − bdt /ηd

Inequality
constraints

bcht ≥ 0; bdt ≥ 0; gexportt ≥ 0; gimport
t ≥ 0

bcht ≤ Pmax; b
d
t ≤ Pmax

0 ≤ soct ≤ socusablet

dont have benchmark real-time forecasting errors to incorporate into our opti-
misation model as the errors do vary a lot, depending on the adopted datasets
and forecasting algorithms. Hence, we set the research question to be: what
are the errors in optimised costs and savings of using coarse data when you
have a baseline control algorithm (RB) and an optimal control algorithm (LP
+ perfect forecasts). These two algorithms set the upper and lower limits of the
optimised electricity costs and battery savings, therefore they are best suited
for the purpose of this analysis despite the fact that the upper limit may never
be reached in real time.

Theoretically, the optimisation horizon of a PV battery system control prob-
lem is the lifetime of the system however, this is not adopted in this study for
two reasons: (1) Longer horizons will exponentially increase the computational
cost for optimisation algorithms such as LP. (2) For optimisation models that
require forecasts of PV and load, it is not feasible to get forecasted data with
adequate accuracy for a horizon equal to the lifetime of a system.

The Gurobi Optimiser [162] is used in Python to solve the 24-hour planning
horizon, and then the derived control signals are implemented in the next day.
Due to the high computational demands on solving 5 second and 30 second,
we only perform our analysis on data with 1-minute temporal resolution and
coarser. Moreover, we only consider the time-of-use (ToU) tariff structure for
the LP model because, under a flat tariff structure, it is not viable to charge
from the grid at a lower rate or perform other types of price arbitrage. Hence,
maximising self-consumption like what we do in the RB model, is already the
optimal control scheme.

3.4 Sensitivity Analyses
Two different sensitivity analyses are performed in this section: one is to evaluate
the influences of various temporal resolutions on the optimised electricity costs
and battery saving potentials. The other is to access the impacts of apply
different battery efficiency settings on the battery optimisation results.
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Table 3.3: Battery parameters used in the granularity and battery efficiency
analyses

Parameter Value used in
granularity analysis

Value used in
efficiency analysis

Ctotal Unique optimal size 8.4 kWh
Pmax 0.4× Ctotal 2.0 kW
SOCmin 20% Derived from API data
degradc 0 Derived from API data
degradp 0 Derived from API data
SOCstart 50% Derived from API data

ηch 90% Derived from API
and energy flow data

ηd 90% Derived from API
and energy flow data

3.4.1 Battery Parameters
Table 3.3 illustrates the battery-related parameters used in the temporal resolu-
tion analysis and the battery system efficiency analysis. As the data granularity
analysis uses the dataset consists of residential PV customers with no batteries,
a proper battery sizing (more details are described in Section 3.4.2) is conducted
for each household. In contrast, the battery efficiency analysis is performed on
residential PV-battery sites; hence their actual battery parameters are adopted.

3.4.2 Analysis of Temporal Resolution
The main steps of the data granularity analysis are shown in Figure 3.2. 5-second
residential PV and consumption data is first resampled into a few other lower
resolutions (30-second, 1-minute, 2-minute, 5-minute, 15-minute, 30-minute and
60-minute) and then are fed into two different battery power scheduling opti-
misation models: a rule-based (RB) and a linear programming model. Then
the optimisation models output two values: the yearly electricity cost without
installing battery and the situation with installed battery. The yearly savings
of operating the battery are found by subtracting the derived two yearly costs.
We then use Eqn. 3.1 and Eqn. 3.2 to determine the relative errors to our finest
resolution (i.e. 5-second) by comparing costs and savings of 5-second data with
other coarser temporal resolutions.

Relative error in optimised costs =
cost(lower resolution)− cost(highest resolution)

cost(highest resolution)
(3.1)

Relative error in savings =
savings(lower resolution)− savings(highest resolution)

savings(highest resolution)
(3.2)
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Figure 3.2: The flowchart of the temporal resolution analysis.

Battery Sizing

For the temporal resolution analysis, we determine an optimal battery size for
each residential PV customer without a battery by feeding their 5-minute PV
and consumption data into a battery sizing model proposed in [163].

3.4.3 Sensitivity Analysis on Battery System Efficiency
The main process flow of the battery efficiency analysis is shown in Figure 3.3.
PV and load data with various temporal resolutions and battery efficiency set-
tings (single/dual/SOC tracking model) are fed into the same battery simulation
model used in 3.4.2. Then the ground truth results determined using real-time
battery system data are compared against the simulated results to evaluate the
errors related to different battery efficiency settings.

Single Efficiency and Dual Efficiency

The first step of the battery efficiency analysis is to determine errors in esti-
mated optimised costs and savings using a constant efficiency. Single efficiency
is referred to as the situation when we assume charging efficiency equal to dis-
charging efficiency (i.e. ηch = ηd) and dual efficiency is when ηch ̸= ηd. Both
efficiency settings have been previously applied in the literature list summarised
in Table 2.2. In this study, we examine both scenarios separately by following
these steps:

I Apply a linear curve fit on the 30-minute battery energy flows and capacity
changes and then derive a single charging/discharging efficiency (see Eqn.
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Figure 3.3: The flowchart of the battery efficiency analysis.

3.3) and a dual charging & discharging efficiency setting (see Eqn. 3.4)
for an individual battery customer.
For single efficiency setting:

∆C30min = energyin × ηsingle − energyout/ηsingle (3.3)

For dual efficiency setting:

∆C30min = energyin × ηch − energyout/ηd (3.4)

II From the battery API data, Derive a linear capacity degradation rate
(degradc) and a charging/discharging power degradation rate (degradp)
for each battery site by fitting a linear curve on the time since a battery is
installed and changes in the rated maximum usable capacity (Ctotal) and
charging/discharging power (Pmax).

III Determine the ground truth electricity costs and savings in various reso-
lutions by applying battery, PV and load data of 36 residential battery
customers.

IV Feed PV and consumption data from 36 battery customers and the pa-
rameters into the RB model to determine the estimated costs and savings.

Linear Regression SOC Tracking Model

A linear regression model formulated in Eqn. 3.5 is proposed to evaluate whether
we could train a linear SOC tracking model using a limited amount of SOC and
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battery energy data instead of using data from a whole year like what is done
in Section 3.4.3. Another initiative for this approach is that we suspect other
features such as temperature and previous SOCs could enhance our results. So
instead of just doing a linear curve fit for all the data we have for one site,
we add features including previous SOCs, 30-minute ambient temperature and
battery energy flows for 90 days and then implement the trained linear regression
model in our RB simulation model for the rest of the data period. Therefore,
instead of updating our SOC with constant efficiencies, we use the trained linear
regression model. Finally, estimated optimised SOCs and optimised costs are
compared against actual costs and battery API SOCs to see if we could obtain
a satisfactory accuracy in estimated SOCs, electricity costs and savings.

soct = a+ b


soct−1

Tt

bt
hour

 (3.5)

Where a and b are respectively the intercept and slope for the linear regression
model. Tt is 30-minute ambient temperature in Celsius, bt is the 30-minute
battery AC energy flow in kWh and hour is the hour number derived from the
30-minute timestamp.

3.5 Tariff Structure
A flat tariff and a ToU have been considered for both temporal resolution and
battery efficiency analyses. The adopted tariff rates are shown in Table 3.4.

Table 3.4: Tariff Rates for Flat and ToU
Flat Tariff
($AUD/kWh)

ToU Tariff ($AUD/kWh)

Peak (3pm to 9pm
on weekdays)

Off-peak
(10 pm to 7 am
on weekdays &
weekends)

Shoulder
(all other times)

0.30 0.45 0.15 0.25

3.6 Results and Discussion
3.6.1 Impacts of Temporal Resolution on Optimised Costs

and Savings
Relative errors in optimised costs and savings, which are illustrated in Figure
3.4 and Figure 3.5 for various granularities, clearly show underestimations in
both optimised costs and savings derived from lower resolutions for RB and
LP models. At an hourly resolution, compared to results with 5 second time
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Figure 3.4: Percentage relative errors in yearly optimised costs for RB model
with flat (left), ToU (middle) and LP Model with ToU (right) (numbers inside
boxplots are the mean errors after excluding outliers).

interval, approximately 3% mean relative error is found in optimised costs across
all included sites for the three explored scenarios. The RB model with ToU tariff
seems to be slightly more sensitive to temporal precision compared to the flat
tariff scenario. However, overall, the relative errors caused by coarser resolutions
are consistent across both investigated optimisation models. On the other hand,
the influence of granularity is much higher on the yearly electricity bill savings.
As indicated in Figure 3.5, the mean relative errors in savings for 30-minute
and 60-minute temporal resolutions could be as high as 9.11% and 12.6% for
the RB model with flat tariff. The savings computed from the LP model are
less sensitive to data granularity compared to the results from our RB model.

The results demonstrated in Figure 3.4 and Figure 3.5 give confidence in
applying PV and consumption data of 5 minute or other finer temporal res-
olutions in PV battery scheduling optimisations. For our included residential
sites, 5-minute data results in less than 1% and less than 4% underestimations
in optimised costs and savings, respectively. Given that 5-minute data will not
exceed the bandwidth limits of most smart meters in the current market, we
recommend that 5-minute sampling rate is a viable option for PV battery power
scheduling optimisation models.

3.6.2 Impacts of Constant Efficiency Settings on Opti-
mised Costs and Savings

Table 3.5 illustrates the errors relative to the true cost calculated from 30 sec-
ond real battery site import and export data. Although the real-time costs
are derived instantaneously instead of every 30 second, from the results shown
above in Figure 3.4 and Figure 3.5, we believe the resulting costs and savings
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Figure 3.5: Percentage relative errors in yearly Savings for RB model with flat
(left), ToU (middle) and LP Model with ToU (right) (numbers inside boxplots
are the mean errors after excluding outliers).

from 30 second data can still be relatively close approximations to the real-time
costs. Underestimations and overestimations can be observed, respectively in
estimated costs and savings computed from our RB simulation model for both
single and double efficiency settings. A few pronounced points are summarised
below:

1. Applying constant efficiency settings results in significant errors in esti-
mated costs and savings across all temporal resolutions.

2. Underestimations in optimised costs are larger with coarser input data
which is consistent with what we found in Figure 3.4 and Figure 3.5,
however the overestimations in savings are interestingly lower when we
apply data with longer time intervals. We think this trend is caused
by underestimations due to lower temporal resolutions cancelling out the
overestimations effects of using constant efficiencies.

3. To examine our hypothesis on the cancelling effects, we recompute the rel-
ative errors shown in Table 3.6 by comparing simulated costs and savings
with the true results generated from real imports and exports aggregated
to each tested temporal resolution. So instead of comparing all the re-
sults to 30 second true costs and savings, we generate 1, 2, 5, 15, 30 and
60 minute true costs and savings from real imports and exports at these
temporal resolutions to allow comparisons within the same temporal reso-
lution so that we could minimise the impacts of temporal resolution in our
efficiency analysis. As demonstrated in Table 3.6, we are now observing
higher relative errors in savings and lower errors in optimised costs for
coarser temporal resolutions.
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4. It can be observed that the two efficiency settings (single and dual) make
small differences in terms of errors in optimised costs and savings.

5. The included ToU tariff produces larger underestimations in optimised
costs and smaller overestimations in savings than the results with flat
tariff.

Table 3.5: Mean percentage errors relative to true yearly costs and
savings

Tariff
Structure Flat ToU

Efficiency
Settings

Single
Efficiency

Dual
Efficiency

Single
Efficiency

Dual
Efficiency

Mean percentage relative errors in
optimised costs for various temporal resolutions (%)
30 second -8.01 -8.88 -9.51 -8.47
1 minute -8.24 -8.28 -10.04 -8.92
2 minute -8.58 -8.58 -9.84 -9.54
5 minute -9.23 -9.16 -11.05 -10.69
15 minute -10.35 -10.2 -13.1 -13.79
30 minute -11.29 -11.11 -14.98 -15.66
60 minute -12.79 -12.56 -17.45 -18.11
Mean percentage relative errors in
savings for various temporal resolutions (%)
30 second 19.06 20.46 14.27 15.31
1 minute 18.9 20.32 14.38 15.42
2 minute 18.64 20.08 14.5 15.57
5 minute 17.97 19.48 14.55 15.68
15 minute 16.48 18.03 14.19 13.92
30 minute 15 16.52 13.06 13.42
60 minute 12.64 14.12 10.88 11.86

Table 3.6: Mean percentage errors relative to true yearly optimised
costs and savings with corresponding resolutions

Tariff
Structure Flat ToU

Efficiency
Settings

Single
Efficiency

Dual
Efficiency

Single
Efficiency

Dual
Efficiency

Mean percentage relative errors in
optimised costs for various temporal resolutions (%)
30 second -8.01 -8.88 -9.51 -8.47
1 minute -8.05 -8.1 -9.76 -8.67
2 minute -8.21 -8.24 -9.35 -9.08
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5 minute -8.64 -8.63 -10.31 -9.99
15 minute -9.49 -9.41 -12.05 -12.74
30 minute -10.2 -10.09 -13.66 -14.35
60 minute -11.08 -10.92 -15.49 -16.15
Mean percentage relative errors in
savings for various temporal resolutions (%)
30 second 19.06 20.46 14.27 15.31
1 minute 19.06 20.5 14.5 15.57
2 minute 19.46 20.92 15.16 16.24
5 minute 20.7 22.16 16.79 17.85
15 minute 23.36 25.94 19.82 20.87
30 minute 25.9 28.53 22.63 23.7
60 minute 29.57 32.25 26.32 28.4

3.6.3 Evaluation of Linear Regression SOC Tracking Model
As illustrated in Table 3.7, a few error metrics have been implemented to eval-
uate the accuracy of our proposed SOC tracking model. Based on the mean
absolute error (MAE) and median absolute error (MDAE), overall the linear
regression has a relatively satisfactory accuracy on tracking SOCs. On the
other hand, the mean square error (MSE), root mean square error (RMSE) and
r-squared value suggest the model makes a noticeable amount of predictions
that are quite far from the SOC labels collected from API. Errors in optimised
costs and savings are mostly comparable to what can be observed in Table 3.6
however large overestimations which average at 44.24% are found in estimated
yearly savings with flat tariff so there are not any noticeable improvements of
including more input features.

Overall, there is still room for improvements in SOC tracking. It also appears
that our model is performing exceptionally well at low SOC values but fails to
make accurate estimations of high SOCs. As a result, significant overestimations
are found in estimated savings.

Table 3.7: Error metrics for estimations of SOCs and errors in
optimised costs and savings

Error metrics for
estimations of SOCs

Mean
Value

Errors in optimised
costs and savings

Mean
Error
Percentage

Mean absolute error 4.79 Error in yearly optimised
costs with flat tariff -14

Root mean square error 12.34 Error in percentage for
yearly savings with flat tariff 44.24

Median absolute error 1.25
Error in percentage for
yearly optimised costs
with ToU tariff

-16.98
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R squared value 0.82 Error in percentage for
yearly savings with ToU tariff 29.75

Mean square error 126.31

3.7 Summary
In this chapter, a sensitivity analysis is performed on the influences of applying
coarser PV/consumption data and constant battery efficiencies in a PV battery
power scheduling optimisation model. It is shown in Figure 3.4 and Figure 3.5
that low temporal resolutions can lead to noticeable underestimations in both
optimised costs and savings for all optimisation scenarios explored in our ap-
proach. Then it can be concluded that 5-minute temporal resolution is sufficient
to compute results with a good level of accuracy. Furthermore, as illustrated
in Table 3.6, the sensitivity investigation on applying constant battery efficien-
cies demonstrates significant underestimations in estimated electricity costs and
even larger overestimations in electricity bill savings. It should also be noted
that a cancelling effect is found when implementing both coarser data and con-
stant efficiencies, the resulting errors in savings are reduced, as shown in Table
3.5. Furthermore, Table 3.7 indicate that the linear regression model that in-
cludes more features such as temperature and previous SOCs did not make
any noticeable improvements in reducing relative errors of optimised costs and
savings.
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Chapter 4

Battery Sizing Model using
Net Meter Energy Data
Clustering

4.1 Introduction
In recent years, driven by the technology cost reductions and government in-
centives, the industry has witnessed rapid rollouts of rooftop PV systems in the
residential sector. Australia leads the world in residential PV penetration, as of
the end of 2015 with 15.22% of households owning a rooftop solar system [164]
and this number has increased to 21.1% at the end of 2017 [165]. Several Euro-
pean countries also have considerable amounts of residential solar penetration,
such as Belgium (7.45%), Germany (3.72%) and the UK (2.52%) [164].

Although the generous feed-in tariffs have accelerated the adoption of resi-
dential PV, most have been cancelled or reduced in various countries and regions
due to the reduction in technology costs [166]. Since the solar feed-in tariffs are
now lower than the general import tariffs in many regions, the net metering
scheme is considered a viable option to reduce the electricity costs for PV con-
sumers. Net metering also brings opportunities to the energy storage market
as batteries can now provide more benefits such as peak shaving, increasing PV
self-consumption and price arbitrage. Before going ahead with purchasing a
battery, the financial returns or other metrics regarding the battery capabilities
need to be carefully evaluated.

Although many techno-economic simulation models have been proposed, the
practicability of these approaches remains questionable due to two main reasons:

(1) Many studies use synthetic household PV or load data, resulting in mis-
leading simulation results [118]. Individual households could have various
consumption profiles and solar systems with different orientations, tilts
or shading conditions. Moreover, it is essential to use both generation
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and consumption data of actual solar customers as their consumption be-
haviours may change after the PV installations [137]

(2) A minimum amount and high-quality of input PV / weather and load data
is often required to build a robust model, whereas such data might not be
available in practice.

One approach to potentially address the above issues is to perform data extrap-
olation using a customer’s consumption and generation patterns extracted from
the limited historical data.

Generally, the knowledge of users’ electricity consumption patterns is ap-
plied to develop tariff structures [124], demand response strategies [125], load
forecasting and planning models [128, 129]. In reality, in order to gain a good
understanding of the consumption and generation profiles for solar customers, it
is vital to conduct the clustering analysis on both the generation and consump-
tion data. Motivated by these facts, this chapter introduces a battery sizing
model for residential PV customers using net meter energy data clustering.

The main purpose of this chapter is to develop a model for solar customers
with net meter arrangements and limited amounts of historical consumption
and generation data to decide on the most optimal battery size.

4.2 Battery Sizing using Net Meter Clustering
The methodology of the net meter clustering approach (shown in Figure 4.1)
can be separated into four parts:

1. The dataset is prepared for net meter clustering and separated into a
training set and an evaluation set. The training set is used for fitting the
parameters of the clustering and regression models mentioned below and
the evaluation set is used to evaluate the performance of the proposed
model.

2. K-means clustering is applied to cluster net meter energy data separately
for various seasons; Summer, Autumn, Winter and Spring. For each house-
hold, the seasonal cluster distributions are determined, which specify each
household’s percentages of seasonal net meter profiles partitioned into each
seasonal cluster.

3. Regression models are trained on the obtained seasonal cluster distribu-
tions and used to extrapolate the seasonal cluster distributions of the new
input net meter energy data at a given length.

4. The extrapolated data, battery and economic parameters are fed into a
battery simulation model that produces the optimal battery sizes for the
customers in the evaluation set.
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Figure 4.1: The flowchart of the proposed battery sizing model using net meter
clustering.

For comparing the net meter energy clustering approach, an alternative naive
prediction method (see Section 4.3) is also implemented. To evaluate the per-
formances of the two methods, the battery sizing results are also derived for the
ideal case where a whole year’s measured data is provided to the battery sim-
ulation model instead of extrapolated data. This allows us to determine errors
in the battery sizing results for the two implemented modelling approaches.

4.2.1 Step 1 - Pre-clustering Step
Data Collection

The data used in this chapter was also collected by Solar Analytics [160] using
Wattwatchers monitoring hardware [161]. The dataset includes 5-minute gross
PV and consumption data collected between December 2016 and December 2017
from 2779 Australian solar households. Using solar and load data collected from
the same households, the dataset can take account of the impacts of domestic
solar generation on consumption behaviours. These customers have adequate
amounts of data: the overall amount of missing data is less than 3% and the
customer with the most missing data has 7% of data missing. To deal with
missing data, days with more than two hours of missing data are excluded
from the dataset. The DC solar system ratings of these customers are also
recorded, and these rooftop PV systems have been performing normally without
any significant system faults within this period. To construct a net meter dataset
from gross meter data, the gross PV and consumption data are converted to

41



net meter energy data using Eqn. 4.1 and then the net meter energy data is
resampled to 30-minute temporal resolution.

netenergy = pvenergy − loadenergy (4.1)

Before applying any clustering, load curve normalisation has been applied in
some previous load clustering studies [127, 135, 167, 168]. On the other hand,
some consumption clustering studies use raw consumption data [134, 137, 169].
In this study, after carrying various simulations, using normalised data did not
produce as good results as the raw data so it was decided to present results for
only the raw data.

Data Split

To properly evaluate our battery sizing model, the dataset is divided into a
training set and an evaluation set. Clustering is only performed on the train-
ing set, which includes 2517 randomly-selected customers. The remaining 262
households included in the evaluation set were treated as new customers to eval-
uate the robustness of the proposed battery sizing model against limited input
data.

4.2.2 Step 2 - Net Meter Clustering
As seasonality generally exists in both solar generation and consumption data,
the dataset is divided into four seasons and clustering is performed on each of
them. Four seasons are defined as follows for Australia [170]: Summer: De-
cember to February, Autumn: March to May, Winter: June to August, Spring:
September to November. Each daily profile of the customers in the training
set was used in clustering to capture most information during the clustering
process.

Clustering Algorithm

The K-means algorithm [171] is used for the net meter profiles as it has been
proven to be simple yet effective in previous load clustering studies [127, 168] and
furthermore, it converges quickly, which is a great advantage for large datasets
[172].

Clustering Evaluation

In the previous clustering studies [124, 134], clustering validity indicators (CVIs)
have been used to evaluate the performance of consumption data segmentation
and to find the optimal number of clusters. On the other hand, the end-use
application of this study is choosing the optimal battery size and approximating
potential savings. Therefore, the number of clusters was chosen according to
the minimum errors obtained for these tasks. In the meantime, to see whether
there is any relationship between the CVI and errors obtained in battery sizing
results, Davies-Bouldin index (DBI) [173] is also computed.
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Seasonal Cluster Distributions

After separating the training data into four seasons, daily net meter profiles
are clustered into various seasonal clusters. As a result, the distributions of
each household’s clustered net meter profile are calculated for these seasonal
clusters. They simply describe each household’s percentages of seasonal net
meter profiles assigned to each seasonal cluster. It should be noted a seasonal
cluster distribution does not require the whole season of data to be computed.
In fact, it can be calculated for any period within the season. For instance,
when a new customer has 30 days of net meter energy data in Summer where
18 daily profiles are grouped into cluster 1 and 12 days are in cluster 3. The
Summer cluster distribution of this household is 60% (18/30) in cluster 1, 40%
(12/30) in cluster 3 and 0% for other seasonal clusters.

Seasonal cluster distributions reveal the typical seasonal net meter patterns
and their occurrences for a household at a given period. Therefore, when two
households have similar seasonal cluster distributions within a period, they show
similar net meter profiles in the same period. Moreover, the seasonal cluster
distributions can be used as extracted features to predict seasonal distributions
of other unknown periods which will be shown in the following sections.

4.2.3 Step 3 - Seasonal Cluster Distribution Prediction
This step trains a machine learning model to predict the seasonal cluster distri-
butions for new customers with limited net meter energy data. In this chapter,
multivariate linear regression and random forest regression techniques were com-
pared. Feature selection and hyperparameter tuning are adopted to enhance the
performance of regression models. The main steps to train the machine learning
model are shown in Figure 4.2. For both regression techniques, feature selection
is applied using the regression model with default hyperparameters and then
parameter tuning is performed to select hyperparameters that lead to superior
regression results. After that, the tuned model and selected features are used
for model training. Finally, after training, the trained model is used to predict
seasonal cluster distributions.

For each predicted season/period, the model searches for a customer that
shows the most similar seasonal cluster distributions and has full length of data.
In particular, this is done by finding the customer in the training set with the
shortest Euclidean distance in terms of seasonal cluster distributions in the
predicted season/period. This customer’s data is then used as the seasonal
extrapolated data for the new customer.

In terms of the length of data from the new customers, three options are
considered; a single month, a single season or two random seasons. Also to
evaluate the impacts of applying different months/seasons as inputs, all the
input data scenarios in Table 4.1 are tested. Finally, the model output values
are the seasonal cluster distributions for the remaining period of a year.
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Figure 4.2: Main steps of the regression model training.

Table 4.1: Tested Input Data Scenarios

Input Data Length Tested Input Data Scenarios
One month Month number in [1 - 12]
One season Seasons in [Summer, Autumn, Winter, Spring] ([1 - 4])

Two seasons Two-season combinations in [1&2,
1&3, 1&4, 2&3, 2&4, 3&4]

Features

The input features used for predicting seasonal cluster distributions are listed in
Table 4.2, which contains each household’s: DC solar system size, state code, the
daily averaged 30 minute net meter energy and the seasonal cluster distributions
of the net meter energy data for the given period.

To compute the averaged daily net meter energy, the averaged energy is
determined within the known data period for each 30-minute interval of a day.
The dataset includes customers from 6 Australian states/territories: Australian

Table 4.2: Features used for Regression

Feature Name Symbol
seasonal cluster percentages of season i with n clusters p1seasoni

, p2seasoni
, ..., pnseasoni

mean 30 minute net meter energy (Wh) e1, e2,..., e48
PV system size (kW) pvsize

state code scode

Capital Territory, New South Wales, Queensland, South Australia, Victoria and
Western Australia. They are converted to integers from 1 to 6.
If the input data has overlapping periods between different seasons, for example,
if the given input data has 60 days which include 20 Winter days and 40 Spring
days, the input seasonal cluster percentages would include both Winter and
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Spring cluster percentages for the provided data. The predicted values would
be the seasonal cluster distributions in Summer, Autumn and the remaining
periods of Winter and Spring.

Multivariate Linear Regression

Multivariate linear regression (LR) [174] is a machine learning approach where
multiple independent variables are used to predict multiple dependent variables.
The regression problem in this study can be formulated by Eqn. 4.2 using this
technique. The ordinary least square method, which minimises the squared
differences between training labels and predicted values, is applied to estimate
the parameters in Eqn. 4.2.

Yi,n = β0,n + β1,nXi,1 + β2,nXi,2 + β3,nXi,3 + . . .+ βp,nXi,p + ϵi,n (4.2)

Where Yi,n is the predicted proportion of days clustered into seasonal cluster n
for a sample i, Xi,j is the jth feature used for a sample i, βj,n is the jth parameter
estimating Yi,n and ϵi,n is the error term. The Python implementation of this
model is used in this thesis [175].

Random Forest Regression

Random Forest (RF) is an ensemble machine learning method which trains
multiple decision trees on different random subsets of the training data [176].
The adopted RF model uses the bootstrap aggregating (bagging) technique for
training, where random subsets are drawn with replacements. Each subset has
the same sample size as the original training set [177]. Given the training data
Xtrain and the output label Ytrain, by using bagging, N random subsets are
generated from Xtrain and Ytrain (denoted as Xd and Yd). For each sampled
subset, a decision tree fd is trained using Xd and Yd. When predicting a new
sample after training, the RF model will aggregate the predictions from these
decision trees. For regression tasks, the aggregation function takes the mean of
the predictions by various decision trees (shown below in Eqn. 4.3).

Ytest =
1

N

N∑
d=1

fd(Xtest) (4.3)

Where Ytest denotes predicted labels of the test set, Xtest is the input test data.
As a result, compared to a single decision tree trained with the whole dataset,
RF generally performs better. It reduces the model variance whilst resulting in
similar bias errors [178]. The Python implementation of this model [175] is used
and N is set to 100 which means results from 100 decision trees are aggregated
within the RF model.

Feature Selection

For the linear regression model, a Least Absolute Shrinkage and Selection Op-
erator (Lasso) regression analysis [179] is applied, which performs both L1 reg-
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ularisation and feature selection. It penalises the absolute sum of coefficients,
as a result, the regression coefficients for some features shrink towards zero and
hence they are filtered out from the model.

The Boruta algorithm [180] is applied to select features for the RF model as
it previously outperformed other RF feature selection approaches [181]. The al-
gorithm randomly performs permutation on all features and train the RF model
using both the original and shuffled features [180]. For each original feature, a
statistical test is conducted which computes the confidence towards a better
importance value compared to the maximum importance value of the shuffled
features. Features with significantly higher importances are marked as impor-
tant features whereas features with smaller importances are removed. Then the
process will re-iterate until all features are categorised as confirmed/rejected or
until a certain number of iterations is reached. In this study, the Python imple-
mentation of Boruta [182] is applied and the maximum number of iterations is
set to 30. It is also suggested in [182] that the original threshold where a real
feature needs to have better importance than all the shuffled features can some-
times be too stringent so the percentile parameter is set to 80% which means
true features will pass the statistical test when its importance is higher than
80% of the shuffled features.

Parameter Tuning

To achieve better performances from our regression models, the hyperparame-
ters of the models are optimised by using random search along with 10-fold cross
validation (CV). Compared to other hyperparameter optimisation approaches
such as grid search and manual search, random search has proven to be more
efficient in computational costs [183]. The hyperparameters tuned for the linear
regression and RF models are shown in Table 4.3. Some of the default param-
eters are selected from their default values set by sklearn [175] and the others
are selected by experience to create a loosely tuned default model for feature
selection.

In a 10-fold CV, it randomly splits the training set into 10 equal sized subsets.
Nine subsets are used as training data and the remaining subset is evaluated
once as a test set. This validation process is repeated ten times, where each
time a different subset is used as a test set, after that the averages and standard
deviations of the mean squared error (MSE) in seasonal cluster proportions are
computed. Then the hyperparameters that yield the lowest averaged MSEs are
chosen.

4.2.4 Step 4 - Battery Sizing Model
After predicting the seasonal cluster distributions for all the listed input data
scenarios in Table 4.1 and extrapolating the net meter energy data for the
unknown period, the battery sizing results are determined by feeding the ex-
trapolated net meter profiles for the entire year to a battery simulation model
which is described below in detail.
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Table 4.3: Tuned Parameters for Lasso model and RF model [175]

Parameter Parameter Tuning Default
in sklearn Description Range Value
Lasso Regression Model
alpha constant to multiply float in [0 - 1] 1.0

the L1
regularisation term

RF Model
max_features the number of randomly n,

√
n, or 1/3 n n

drawn input features (n is the number of
when considering all features)
the best split

max_depth The maximum depth integer in [2 - 12] 6
of the decision trees

min_samples_leaf The minimum number of integer in [1 - 12] 2
required samples
at a leaf node

min_samples_split The minimum number of integer in [2 - 12] 2
required samples to
make an internal split

Model Parameters

Key parameters used in the battery simulation model are listed in Table 4.4.
The model simulates annual realistic battery operations and computes battery
sizing results using the listed battery and economic parameters for the three
approaches discussed above: our net meter clustering approach, the naive pre-
diction method and the ideal case where the whole year’s data is provided.

Rule-based (RB) Model

The battery charging/discharging is assumed to follow the same rule-based al-
gorithm described in Algorithm 1 that has the main objective of maximizing
solar self-consumption.

Determine optimal battery size

The optimal battery size is determined by searching for the value which max-
imises the Net Present Value (NPV) at the end of the battery lifetime, defined
below in Eqn. 4.4. The current residential batteries in the market are between
1 to 15 kWh [184], so this range is used for the grid search (i.e. 16 values in
total including 0 kWh which means no battery is installed). The averaged war-
ranty provided by manufacturers is around 10 years [184] however, adopting a
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Table 4.4: Battery Simulation Parameters

Parameter Definition Values
Battery Specifications

Ctotal Total Battery Size (kWh) 1-15 kWh

Pmax
Rated maximum 0.4 × Ctotalcharging/discharging power (kW)

SOCmin Minimum value for state of charge 20%
SOCstart SOC when simulation starts 0%

ηch Charging efficiency 90%
ηd Discharging efficiency 90%

Economic Parameters
nlifetime battery lifetime 15 years

ratediscount discount rate 0.03

savingdegr
yearly reduction in saving 0.05due to battery degradation

Tariffs (in AUD / kWh)
pflat flat import tariff rate $ 0.30 / kWh
ppeak peak import tariff rate $ 0.45 / kWh

pshoulder shoulder import tariff rate $ 0.25 / kWh
poffpeak off-peak import tariff rate $ 0.15 / kWh
pfit flat feed-in tariff rate $ 0.11 / kWh

10-year lifetime makes it infeasible to install batteries for most solar customers,
even with a low battery price scheme. Therefore 15 years is adopted for the
maximum lifetime of a battery in the simulation model so it would be easier to
compare errors in optimal battery sizes for the two tested approaches.

NPV = −cost0 +
nlifetime∑

t=1

savingt × (1− savingdegr)
t

(1 + ratediscount)t

= −(cbatt × sizebatt + cinstall)

+

nlifetime∑
t=1

(pcostt − bcostt)× (1− savingdegr)
t

(1 + ratediscount)t

(4.4)

Where cost0 is the total capital costs including costs of battery, inverter and
installation. It is assumed the costs of a battery and a new multimode inverter
increase by cbatt when adding 1 kWh of battery capacity and installation costs
(cinstall) remain the same. savingdegr is a degrading factor on yearly battery
savings, it is assumed that savings will reduce annually by 5% due to battery
degradation to save our computational costs. This is an arbitrary estimated
parameter determined by the general guaranteed end lifetime usable capacity
which is 60% ≈ (1 − 5%)10 [185]. Yearly saving (savingt) is simply derived
by subtracting the yearly cost (pcostt) without installing a battery and annual
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costs after the battery installation (bcostt).

4.3 Alternative Comparative Approach
For comparing our net meter clustering approach, an alternative method is
adopted. In this method, instead of performing clustering on the new customers,
a naive forecasting approach is applied which finds another customer from the
training data with the most similar net meter profile in the known period,
measured by finding the shortest Euclidean distance between net meter profiles.
Then for predicting the remaining periods of the year for the new customer, the
net meter energy data of the closest site is simply used as a naive prediction.
Furthermore, to evaluate the performances of these two prediction models, the
battery sizing results are also derived for the ideal case, where a whole year
of real monitored net meter energy data is provided to the battery simulation
model. This ideal case allows us to compute the errors in optimal battery sizes,
net present values, yearly battery savings and electricity costs for the net meter
clustering case and the naive forecasting approach. To properly assess these two
approaches, the battery sizing results are only computed for the evaluation set.
It has not been used for fitting the parameters of the clustering and regression
models.

4.4 Clustering Results
For each season, the Davies-Bouldin Index (DBI) is calculated for adopting
various numbers of clusters to cluster the training set of 2517 customers where
a smaller value of DBI indicates a better clustering outcome. As shown in
Figure 4.3, seasonal DBIs improve as the numbers of seasonal clusters increase.
However, making too many clusters could result in clustering results that are
not desirable for the post clustering applications; hence user inspection is often
required. Authors in [9] suggested locating the "elbow points" in a DBI curve
as the numbers of clusters in terms of segmentation quality since DBI improves
little beyond these points. The same approach is adopted in this chapter, as
a result, Figure 4.4 illustrates the seasonal cluster centroids using the optimal
numbers of seasonal clusters determined by DBI.

For Summer clustered groups, cluster 1 and 5 have similar peaks of grid
import and export whereas in cluster 4, evening load is much higher than the
export around noon. Customers who have a majority of the net meter profiles
in cluster 3, 8 and 10 have higher solar generation than night-time and early
morning consumption. Electricity import and export are both at low levels in
cluster 2. On the other hand, in cluster 6, 7 and 9, on average there is no export
mainly due to higher levels of daytime consumption. Overall, net meter profiles
in cluster 2, 3, 8, 10 are more likely to benefit from small-size batteries as they
have low level imports, whereas larger batteries are more suitable for profiles
in cluster 1, 4, 5 which have considerable amounts of imports and exports. For
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cluster 6, 7 and 9, energy storage is not a good option as on average there is no
excess PV generation.

In Autumn, high export and low night-time grid import is observed in cluster
4, 5 and 9 where cluster 4 has a lower export compared to cluster 5 and 9. Cluster
2, 3, and 7 all show a considerable amount of import and export however cluster
3 has a higher night-time load compared to the other two. Centroids of cluster 6
and cluster 8 both have zero net export with morning and evening consumption
peaks, whereas cluster 1 has small amounts of import and export. Small-size
batteries seem to be beneficial for net meter profiles in cluster 1, 4, 5, 9 where a
small amount of energy is required from the battery to cover the consumption in
non-solar periods. Cluster 2, 3, and 7 will get more savings from larger battery
sizes whereas it would be hard to utilise batteries for profiles in cluster 6 and 8
as there is no excess generated energy.

For Winter, a few groups (cluster 4, 8 and 9) have low night-time con-
sumption and noticeable amounts of exports. On the other hand, three cluster
centroids (5, 7, 11) have zero net generation. Low export and high import is
observed in cluster 1, 3, 6 and 10, where cluster 1 and 3 show higher night-
time consumption while cluster 6 and 10 have higher morning load. Relatively
high export and import are shown in cluster 2. Overall, most net meter pro-
files can only utilise a small amount of battery capacity as they either have low
net consumption (cluster 4, 8 and 9) or their generation is low (cluster 1, 3, 6
and 10). Net meter profiles in cluster 5, 7 and 11 have insufficient energy to
charge batteries whereas cluster 2 can fully utilise a medium or large residential
battery.

In Spring, centroids of cluster 1, 4 and 10 show zero export, however cluster
2, 3 and 9 have significant grid exports. Three clusters (5, 6 and 8) have
considerable exports and imports whereas import and export levels are both
low in cluster 7. Small batteries can be more beneficial for net profiles in cluster
2, 3, 7 and 9, whereas larger batteries can be fully utilised for cluster 5, 6 and
8. On the other hand, energy storage can not be utilised in cluster 1, 4 and 10.

4.5 Prediction Results
4.5.1 LR model vs RF model
Figure 4.5, Figure 4.6 and Figure 4.7 illustrate the mean squared errors (MSEs)
in predicted seasonal cluster proportions for various evaluated input data lengths
using five seasonal clusters for each season as an example. 10-fold cross vali-
dation is performed to generate MSEs for each randomly selected subset of the
training set. This allows us to generate boxplots to display the distributions
of MSEs. The results indicate the Random Forest (RF) model outperforms
the Linear Regression (LR) model for all the evaluated scenarios therefore, this
model will be adopted for the data extrapolation process.

When using monthly or seasonal data as input, Autumn tends to produce the
best regression results and has much smaller MSEs compared to the scenarios

50



Figure 4.3: Davies-Bouldin Index for adopting various numbers of clusters each
season using raw data.

Figure 4.4: Seasonal unnormalised cluster centroids in (a) Summer, (b) Autumn,
(c) Winter, and (d) Spring using optimal numbers of clusters.
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Figure 4.5: Mean Squared Error (MSE) in predicted seasonal cluster distribu-
tions using one month of input net meter energy data for the adopted (a) linear
regression model, (b) random forest model.

using Winter or Summer. This is likely since Autumn has a more balanced
generation and consumption, whereas Winter and Summer have either dominant
generation or consumption.

For predicting new households net meter profiles by applying single monthly
data as inputs; Winter seasonal cluster proportions seem to be the hardest
seasonal cluster distributions to predict while it is much easier to determine
these values in Autumn and Spring. This is likely caused by low irradiance in
Winter which causes the Winter cluster distributions to be heavily influenced by
household consumptions. In contrast, solar generation is more dominant within
the input data period.

January seems to be the worst month for predicting other seasons as it
generates the highest MSEs in predicted cluster proportions. It is interesting
to note that to predict cluster distributions in Spring, April produces the best
results whereas for other three seasons, the months adjacent to the predicted
seasons have the lowest MSEs.

It is also interesting to note that in some cases when months adjacent to the
predicted seasons are used (e.g. using May to predict cluster distributions in
Winter), predicting with one month of data results in lower MSEs compared to
one whole season of input data. The reason for that is probably months adjacent
to the predicted season have quite similar consumption and generation patterns
to the predicted season. Adding other months results in worse input features
(i.e. the seasonal cluster distributions and mean net meter energy values).
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Figure 4.6: Mean Squared Error (MSE) in predicted seasonal cluster distribu-
tions using one season of input net meter energy data for the adopted (a) linear
regression model, (b) random forest model.

Figure 4.7: Mean Squared Error (MSE) in predicted seasonal cluster distribu-
tions using two seasons of input net meter energy data for the adopted (a) linear
regression model, (b) random forest model.
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4.5.2 MSE vs number of clusters
For each input data length, the MSEs are averaged for each tested scenario and
plot them against various number of seasonal clusters. The same number of
clusters are applied in each season to avoid creating too many combinations. As
shown in Figure 4.8, the RF model still outperforms the LR model when using
other numbers of seasonal clusters. MSEs in predicted seasonal cluster distribu-
tions are reduced when the number of clusters increases in each season. After
the number of seasonal clusters reaches 30, the improvements in the averaged
MSE slow down significantly.

Figure 4.8: MSEs vs no seasonal clusters when applying (I) one month of input
data and LR, (II) one month of input data and RF, (III) one season of input
data and LR, (IV) one season of input data and RF, (V) two seasons of input
data and LR, and (VI) two seasons of input data and RF.

4.5.3 Feature Selection and Parameter Tuning
Feature selection and parameter tuning both have improved the regression re-
sults. For example, for the specific case where data in Summer is inputted to
predict seasonal cluster distributions in Spring and 5 clusters are used for each
season. Forty-two features are selected after applying the Boruta algorithm
on the default RF model, then parameter tuning is performed. As a result,
compared to the original RF model with default features that produced 10-fold
cross-validation MSE of 0.01412 (mean) ± 0.00154 (standard deviation), the
MSE derived after feature selection and parameter tuning is 0.01389 (mean) ±
0.00139 (standard deviation).
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4.6 Battery Sizing Results
4.6.1 Errors in Yearly Costs and Savings
Figure 4.9 and Figure 4.10 show the normalised root mean square errors (NRMSE)
in yearly savings and costs against the number of seasonal clusters for both naive
forecasting case and net meter clustering case with different input data lengths.
The evaluated range for the number of seasonal clusters is from 3 to 40. The
equivalent numbers of clusters are used for each season to avoid creating too
many combinations for our analysis. Various battery sizes range from 1 to 15
kWh along with different input data scenarios listed in Table 4.1 are all tested
and averaged for each analysed number of cluster.

For the plot labels, the prefix "net" and "naive" is used to represent the
two tested methods: the net meter clustering approach and the naive fore-
casting method. The suffix is used to differentiate various input data lengths
(i.e. "one_season" indicates applying one season of input data to extrapolate
data in other seasons). It should also be noted that Figure 4.10 illustrates er-
rors for two types of costs, one is the yearly electricity costs before installing
a battery ("pre_cost") and the other one is the costs after installing a battery
("batt_cost").

By comparing errors in yearly savings, it is clear that the net meter clustering
approach outperforms the naive method for both Time-of-Use (ToU) and flat
tariffs. Especially for the flat tariff case, using one month of data and the net
meter clustering model produce more minor errors than applying one season
of data with the naive forecasting approach for all the evaluated numbers of
seasonal clusters. Another prominent trend is that as the number of seasonal
clusters increases, the NRMSEs in yearly savings are reduced for all the analysed
input data lengths. Moreover, when low numbers of clusters are adopted for
the net meter clustering method, the errors in savings are lower for flat tariff
compared to ToU however as the number of clusters increases, the NRMSE
drops more quickly for ToU. As a result, they both have similar NRMSEs in
estimated yearly savings at high number of seasonal clusters.

Errors in yearly costs seem to present similar trends as the errors in savings,
the net meter clustering approach tends to have much smaller NRMSEs in yearly
electricity costs before and after installing batteries and the differences between
the net meter clustering approach and the naive method get larger when the
number of seasonal clusters increases. When the net meter clustering model is
applied, one month input data outperforms the naive forecasting method using
one season of data for tested tariff structures and applying one season input data
result in similar NRMSEs as the naive forecasting approach with two seasons
of input net meter energy data.

This means by applying net meter clustering, better estimations in yearly
electricity costs and battery savings can be made when a limited amount of
net/gross meter data is provided. Not only this can improve the battery siz-
ing procedures of installers or utility, but potentially it can also better assist
the end-users to select the best tariff offers to reduce their energy costs with

55



a small amount of historical data for their home energy systems. As shown in
Figure 4.10, the NRMSEs in costs before and after installing a battery are both
much lower using the net meter clustering approach for both evaluated tariff
structures. Therefore, the solar customers could apply different tariff struc-
tures on their data extrapolated by the net meter clustering model and expect
much smaller errors in estimated electricity costs compared to the baseline naive
forecasting method, regardless of whether future battery purchase decisions are
considered.

Another aim of the study was to explore whether the DBI is correlated to
the battery sizing results. Figure 4.11 shows the errors in yearly battery saving
against averaged seasonal DBI values. We can see a linear correlation between
DBI and NRMSEs in yearly savings for all the evaluated tariff structures and
input data lengths. This indicates that DBI can potentially be used as a metric
for our end application. Hence, when a new dataset is provided, instead of going
through different numbers of seasonal clusters and comparing the results, the
mean seasonal DBI values can be used to directly select the best number of
seasonal clusters, which heavily reduces the computational costs.

Figure 4.9: Errors in estimated yearly savings under (a) a flat and (b) a ToU
tariff when applying the proposed net meter clustering method with (I) one
month, (III) one season & (V) two seasons of input data and the naive forecast-
ing method with (II) one month, (IV) one season & (VI) two seasons of input
data vs number of seasonal clusters per season.

4.6.2 Errors in NPVs and Optimal Sizes
NRMSEs in NPVs at the end of a battery’s lifetime against the number of sea-
sonal clusters for both naive forecasting case and net meter clustering case with
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Figure 4.10: Errors in estimated yearly costs before and after a battery is in-
stalled under (a) a flat and (b) a ToU tariff when applying the proposed net
meter clustering method with (I, III) one month, (V, VII) one season & (IX, XI)
two seasons of input data and the naive forecasting method with (II, IV) one
month, (VI, VIII) one season & (X, XII) two seasons of input data vs number
of seasonal clusters per season. (note “pre_cost" and “batt_cost" respectively
indicate yearly costs before and after a battery install)

different input data lengths are displayed in Figure 4.12. Again the net meter
clustering method has better performances than the naive forecasting approach
for almost all tested scenarios except for one case where two-season input data
and three seasonal clusters are applied. The differences in NRMSEs between
the two methods are extremely large when only one month of data is used to
extrapolate other data in a year. As a result, this shows the net meter clustering
produces much better estimations on the profitability of installing a battery sys-
tem compared to the naive forecasting model. This indicates that with a small
amount of gross/net meter data, the net metering clustering approach can help
the customers have better ideas of whether they would make a profit or loss at
the end of the battery lifetime.

Figure 4.13, Figure 4.14 and Figure 4.15 illustrate the mean true optimal
battery size derived by the ideal case where all the data is provided, the mean
absolute error (MAE) and r-squared value (r2) in optimal battery sizes for
the net meter approach and naive forecasting method under various battery
price ranges. A constant installation price of $400 is also assumed. Both tariff
structures (flat and ToU) are evaluated. Forty seasonal clusters are adopted
for the net meter clustering approach and average the results for all the input
data scenarios in Table 4.1. The net meter clustering model outperforms the
naive forecasting method in terms of MAEs and r2 values for most battery
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Figure 4.11: Errors in estimated yearly savings under (a) a flat and (b) a ToU
tariff when applying the proposed net meter clustering method with (I) one
month, (II) one season & (III) two seasons of input data vs mean seasonal DBIs

and installation cost ranges, except for the cases where the true optimal sizes
are quite close to zero. For the low battery price range ($200 per kWh), the
developed model achieves r-squared values of 0.72 and 0.68 using a month of
input data under the specified flat and ToU tariff, which is a quite good level
of accuracy.

At a lower cost range, both methods show better r2 values compared to
medium battery costs. This is expected as the price increases, the optimal
size tends to shift towards zero which means its variance will be much smaller
compared to the residual sum of squares. Overall for the medium and large
price ranges ($400-$600/kWh), the optimal battery sizes computed for ToU are
larger compared to flat tariff. This means that ToU is a better option for these
customers in terms of nancial returns if they decide to install a battery, as it
will probably take a while for battery costs to drop to $200 per kWh.

4.7 Summary
In this chapter, a clustering analysis is performed on net meter energy data.
It demonstrates that we could apply the correlations between seasonal cluster
distributions to develop a battery sizing model that is quite robust to a limited
amount of input net meter energy data. With a limited amount of net/gross
meter energy data, by applying our proposed model with net meter energy
data clustering on the test set of 262 Australian solar customers, much better
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Figure 4.12: Errors in estimated end NPV under (a) a flat and (b) a ToU tariff
when applying the proposed net meter clustering method with (I) one month,
(III) one season & (V) two seasons of input data and the naive forecasting
method with (II) one month, (IV) one season & (VI) two seasons of input data
vs number of seasonal clusters.

Figure 4.13: Under (a) a flat tariff or (b) a ToU tariff, the mean optimal battery
size derived using a full year of data.

results have been achieved in terms of estimated annual savings (Figure 4.9),
costs before and after battery installations (Figure 4.10), end NPV (Figure 4.12)
and optimal sizes (Figure 4.14 and Figure 4.15) compared to the baseline naive
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Figure 4.14: Under (a) a flat tariff or (b) a ToU tariff, the MAE in estimated op-
timal battery sizes using the net meter clustering approach and naive forecasting
method for different battery price ranges and input data lengths.

Figure 4.15: Under (a) a flat tariff or (b) a ToU tariff, the mean R-squared
value in estimated optimal battery sizes using the net meter clustering approach
and naive forecasting method for different battery price ranges and input data
lengths.

forecasting approach.
For end-users who do not have easy access to enough historical smart meter

data, the net metering clustering approach could be used to predict their annual
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electricity costs and battery profitability under different tariff structures. As
a result, the proposed model could be implemented as a feature of a home
energy recommendation tool to help residential customers make better tariff
selection and battery purchase decisions with loose requirements on the length
and quality of the input data. Moreover, installers and utilities which are likely
to deal with customers with insufficient net meter data during the ongoing net
meter rollouts could utilise this technique as a recommendation service for their
customers. They could also gain valuable insights into the impacts of tariff offers
and battery prices on the electricity bills of their customers and make better
predictions of the solar/battery market trends with a small amount of net/gross
meter energy data.
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Chapter 5

Synthetic PV and Load
Data Generation via
Generative Adversarial
Networks

5.1 Introduction
In Chapter 4, a data interpolation model is introduced which could produce
a year worth of PV and consumption energy data from one month of input
data and achieve results with satisfactory accuracy in a battery sizing model.
However, in the absence of any measured historical data, the above approach
cannot function. As a result, synthetically generated data can be used to model
the data distributions and generate possible trajectories of PV and load power.
It can be used in an end-use application such as a battery sizing model.

As an active research field in machine learning, GANs have been widely
explored and applied in computer vision. The main advantage of GANs is its
ability to generating high-quality samples with less statistical assumptions and
faster runtime compared to other generative approaches such as Markov chains
Monte Carlo methods or variational autoencoder [186].

This chapter introduces a DCGAN based model to generate synthetic PV
generation and load power data under various data synthesis scenarios. It
presents a detailed analysis, including comprehensive evaluations and alterna-
tive approaches that address the above shortcomings observed in the relevant
literature.
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Figure 5.1: The flowchart to perform data synthesis and battery sizing using
the generated synthetic data.

5.2 Data Synthesis using Deep Convolutional Gen-
erative Adversarial Networks

This chapter aims to synthesise daily residential PV and load profiles using a
DCGAN framework, then validate the synthetic data with respect to an end-use
application that performs battery sizing for new customers without historical
data. As shown in Figure 5.1, the adopted dataset is first separated into a
training set and an evaluation set. System information is applied to normalise
the training and evaluation sets. The normalised training data is used to train a
DCGAN model. By inferencing the trained model, synthetic data is generated
and fed into the developed residential battery sizing tool to estimate electricity
costs and optimal battery sizes for the PV households in the evaluation set.

An alternative copula approach (described in Section 5.2.3) and a compar-
ative constant normalised profile approach (described in Section 5.2.4) are also
implemented for all the considered data synthesis scenarios and applications to
allow a comprehensive comparison. To properly assess the errors in the three
modelling approaches concerning the end-use application, the battery sizing re-
sults are also computed for the households in the evaluation set with the ideal
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case where a whole year of real-time PV and load data is provided instead of
synthetic data.

5.2.1 Data Collection and Preprocessing
Dataset

The dataset collected by Solar Analytics [160] is also used in this study. This
includes one year 5-minute average PV generation and load power data of 2925
Australian residential solar households, collected between 1st January 2017 and
31st December 2017. For simplicity, in this chapter, we also refer to the 5-minute
average PV generation and load power data as PV and load data. The rated
DC powers of these rooftop PV systems were also recorded. This chapter also
considers the net meter power data synthesis for households with net metering
schemes where solar generation is first used on-site and the excess generation
is then exported. Eqn. 5.1 is used to convert 5-minute PV and load average
power to 5-minute net meter average power data:

netpower = PVpower − loadpower (5.1)

As one of the aims of this work is to conduct a concrete validation of the proposed
model, a large dataset is preferred for training and evaluation. This however,
does not mean a large dataset is necessary for the proposed model to function.
Exploring how much data is required for the model to perform properly will be
interesting however, it is not within the scope of this thesis.

Data Split

The dataset is divided into a training set, a validation set, and an evaluation
set to properly validate the proposed DCGAN framework and residential bat-
tery sizing tool. The training set which contains data from 80% of the total
households is used to fit the DCGAN model and the alternative approaches, on
the other hand, the 10% of the households are used in the validation set with
the purpose of selecting the optimal checkpoint of the DCGAN model and to
select the appropriate copula function for the copula approach (more details are
described in Section 5.2.2 and Section 5.2.3). Then the remaining 10% of the
residential households are treated as new customers where it is assumed that
they have no historical meter data and their information is not used during the
training processes.

Data Normalisation

To accelerate the training process and achieve faster convergence for both copula
and DCGAN approaches, we normalise the training data to a small numerical
range that matches the intended output ranges of these models. As the intended
targeted user group of the synthetic data is new customers who have no meter
data or survey data, it is desirable to use as little information as possible to
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generate synthetic data. Hence the DC PV rating and peak load are used for
normalisation and denormalisation as they are fairly accessible in practice. For
each household in our dataset, PV generation data is normalised by the DC
power rating of the PV system; load power data is normalised by the peak 5-
minute average load power and the net meter power data is normalised by the
higher values of peak 5-minute average load power and DC PV power rating.
This ensures the normalised values of PV and load are within the range of
[0, 1] and the normalised net meter power is within [-1, 1]. These ratings are
also applied to denormalise the synthetic outputs from the evaluated generative
approaches.

5.2.2 Synthetic Data Generation by DCGAN
In this subsection, the original GANs and DCGAN models are firstly intro-
duced, then we describe the proposed base DCGAN model with several changes
compared to the original DCGAN approach [156]. These make the model more
suitable for generating PV and load power data. A few different data synthe-
sis scenarios are then considered with various modifications on the architecture
of the base model, as demonstrated in Figure 5.2. Depending on whether PV
and load data are generated separately or simultaneously, the base DCGAN
model is adjusted to a single-channel or double-channel DCGAN model. A
single-channel DCGAN model generates synthetic PV/load/net meter power
data separately. In contrast, a double-channel DCGAN model outputs both PV
and load daily profiles at the same time. Moreover, suppose additional labels
of PV/load/net meter pro- les are provided during the training and inferencing
process. In that case, the base model is converted to a conditional single-channel
or double-channel DCGAN model.

Generative Adversarial Networks

A GAN structure is illustrated in Figure 5.3 which has two main functions that
are both differentiable and typically are implemented by artificial neural net-
works: a generator (G) and a discriminator (D). The generator function takes
latent noise (z) sampled from a simple prior distribution pz (e.g. a Gaussian
distribution) and outputs synthetic data (G(z)). Then real and synthetic data
are fed into the discriminator, and it outputs the probability of inputs being real
data and assigns real/fake labels to the input samples. The goal for the discrim-
inator is to minimise the cross-entropy cost function JD defined in Eqn. 5.2 only
by adjusting its parameters θD hence maximises the probability of assigning the
correct labels to real samples (x) and synthetic samples (G(z)):

JD(θD, θG) = −
1

2
Ex∼pdata

[logD(x)]− 1

2
Ez ∼ pz[log(1−D(G(z)))] (5.2)

Where θD, θG are the parameters of the discriminator and generator, pdata is
the real data distribution.
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Figure 5.2: The base DCGAN model and its variations designed for different
data synthesis scenarios.

On the other hand, the generator tries to maximise the probability that the
discriminator is mistaken by minimising the cost function in Eqn. 5.3 only by
adjusting its parameters θG:

JG(θD, θG) = −
1

2
Ez ∼ pz[log(D(G(z)))] (5.3)

As JG is inversely correlated to JD, it is possible to combine the cost func-
tions of D and G to form a min-max two-player game between D and G with a
value function defined in Eqn. 5.4:

min
G

max
D

V (D,G) = Ex∼pdata
[logD(x)] + Ez ∼ pz[log(1−D(G(z)))] (5.4)

During the training process, a minibatch of real data is sampled from the
training set and another minibatch of z is sampled from pz for each training
step. Two gradient updates are performed simultaneously: one to update D
to maximise V (D,G), the other one to update G to reduce V (D,G). It is
mathematically proven in [155] that when both D and G are at their local
optimum, the min-max game reaches the Nash equilibrium and GANs converge.
As a result, the data distribution of G(z) is same as the training data and D
outputs 50% real probability for both real and synthetic samples.

Deep Convolutional Generative Adversarial Networks

By successfully utilising multiple convolutional and deconvolutional layers [187]
for both generator and discriminator, DCGAN [156] can generate high-quality
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Figure 5.3: The main framework of GANs [155].

samples efficiently and as a result it forms the basis of many recent proposed
GANs models.

A convolutional layer [188] is similar to a fully-connected layer (sometimes
referred as a dense layer) in an artificial neural network, they both contain
neurons (sometimes referred as nodes). Each neuron receives inputs and applies
dot products to inputs using a set of learnable weights, followed by an activation
function that is a fixed mathematical function to provide non-linearity to the
networks.

The main difference between a dense and a convolutional layer is how their
neurons and connections are arranged. In a dense layer, its input is a vector and
each of its neurons are independently connected to all neurons in the previous
layer. In contrast, a convolutional layer generally has a three-dimensional (3D)
input with neurons also arranged in a 3D manner and connected only to a small
region of the previous layer. This region is referred to as a receptive field and its
corresponding array of weights is called a filter. The dimensions of neurons in
a convolutional layer are defined as height, width and depth. Figure 5.4 shows
the process of applying a single filter to the input of a convolutional layer, where
the depth of the input is set to 1 for a more accessible demonstration in two
dimensions (height × width). Padding is in Figure 5.4, as the boundary zero
values added prior to applying the filters. This preserves the size of the input
volume when multiple convolutional layers are used. The same filter slides mul-
tiple times across the height and width of the input matrix and performs dot
products on the receptive fields to output a feature map. Typically multiple fil-
ters are used in parallel, hence multiple feature maps are generated and stacked
to create the output volume of a convolutional layer. The stride value which
is distance between two consecutive receptive fields, along with the padding
amount, the filter size and the number of filters, are the four main hyperpa-
rameters in a convolutional layer that control the size of the output volume. A
deconvolutional layer, sometimes also referred to as a transposed convolutional
layer, reverts the spatial transformation of a convolutional layer.
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Figure 5.4: The process of applying a filter in a convolutional layer

By using partially connected neurons, convolutional/deconvolutional layers
significantly reduce the model parameters, which reduces the computational
costs and the risk of over-fitting within an artificial neural network. This is
quite helpful especially when dealing with high-resolution samples such as im-
ages or time series. Moreover, by applying various filters and stacking mul-
tiple convolutional/deconvolutional layers, spatial dependencies in images and
temporal dependencies in time series data can be captured without extra data
preprocessing steps than just normalisation of the input data.

Despite the success of the original DCGAN model in modelling the real data
distribution, it could lead to some artifacts in the individual generated profiles
which lead to noticeable differences between the synthetic and real daily power
profiles. In the synthetic clear-sky profiles generated by the original DCGAN
approach, often there are some disturbances in the power curve whereas a real
clear-sky profile is a smooth bell-shape curve. Often in load profiles with low
night-time/early morning load, base load with regular cycles (e.g. refrigeration
cycles) can be visually identified however these consistent base load cycles are
not observable in the synthetic profiles generated by our previous model which
affects the validity of the model on an individual household’s level. These ar-
tifacts are demonstrated in Figure 5.5, where real profiles and the synthetic
profiles generated by the modified DCGAN model introduced in this study are
also shown. A clear-sky PV profile and a base load profile are picked from the
evaluation set with real-time data and then we find their closest matching PV
and load profiles in terms of Euclidean distances in the synthetic evaluation sets
generated by the previous and the modified DCGAN models. It is suspected
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that these artifacts are caused by using deconvolutional layers in the genera-
tor [189]. As a deconvolutional layer conducts an inverse version of the spatial
transformation shown in Figure 5.4, when filter sizes are not divisible by strides,
it leads to uneven overlaps in some of the outputs of the deconvolutional layer.
This issue is described in details in [189], where the authors suggest applying
nearest-neighbor interpolation to up-sample the input of each layer (except for
the output layer of the generator) and adopt convolution layers instead of de-
convolutional layers to avoid generating these artifacts. Overall, to deal with
the artifacts and generate samples with better quality, a few changes have been
implemented on the model architecture of the original DCGAN approach:

1. Adopt the resize-convolution approach suggested in [189] instead of de-
convolutional layers in the generator to reduce the artifacts in synthetic
samples.

2. These artifacts tend to often occur around the boundary of the output
matrix of the generator. To further reduce these artifacts, the amount
of padding is increased and strides are reduced from 2 to 1 for the first
two convolutional layers of the discriminator to make it easier for the
discriminator to identify these boundary artifacts.

3. Instead of adopting the same model architecture for PV and load power
data synthesis, different model structures are applied for various data syn-
thesis scenarios. Empirically, more convolutional filters in the generator
result in better results for generating synthetic load data than PV data.

As a result, as illustrated in Figure 5.5, now the synthetic profiles generated by
the new DCGAN model look more realistic and almost make no visual difference
to the real power curves without just memorising the profiles in the training
data.

Single-Channel/Double-Channel Data Synthesis

To fully utilise the structures of convolutional layers, a single day of 5-minute
average power data is shaped to a three dimensional tensor with dimensions of
rows×columns×channels. Each row contains data for 24 consecutive 5 minute
timestamps and each channel as a data channel of power data. As a result, one
day of 288 5-minute average power values for a single data source is represented
by a tensor of 24 rows × 12 columns × 1 channel. For double-channels data
synthesis, PV & load data for a single day is converted into two channels: PV
power data and the other for load power data.

The single-channel DCGAN architecture for generating PV power data is
shown in Figure 5.6. To generate a single sample, the input to the generator is
a vector of 100 random noises sample from a Gaussian distribution of N (µ, σ2)
with µ = 0 and σ = 1. After going through a full-connected neural network
layer and a few layers of convolutional layers, the generator produces a three-
dimensional output tensor that is flattened to a synthetic daily power profile.

.
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Figure 5.5: Comparisons of daily (a) PV profile for a clear-sky day and (b)
a load profile’s distinguishable base load in early morning between real data,
synthetic data generated by our previous approach [22] and the model in this
paper.

Figure 5.6: DCGAN Architecture used for single-channel PV data synthesis
for the generator (top row) and the discriminator (bottom row). Numbers at
the bottom of each layer indicate the output dimensions of each layer. Layer
type "conv" refers to a convolutional layer. Layer type "upsample" refers to an
upsampling layer using nearest-neighbor interpolation which repeats the rows
and columns of the input matrix by two times and layer type "dense" refers to
a dense layer. A single number describes a dense layer or input/output vector
dimension whereas rows×columns@channels shows dimensions of a 3D output.
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Table 5.1 illustrates the model architectures adopted for various data synthe-
sis scenarios, with dimensions of inputs, outputs of the generator and discrimi-
nator and the hyperparameters of each neural network layer. Two-dimensional
(2D) convolutional layers are adopted for both the generator and the discrim-
inator. The reason for not using a one-dimensional (1D) architecture for the
convolutional layers is that it actually ends up with slightly worse results com-
pared to using a 2D architecture. To generate a single sample, the input to the
generator is a vector of 100 random noises sample from a Gaussian distribution
of N (µ, σ2) with µ = 0 and σ = 1. Then after going through a full-connected
neural network layer and a few layers of convolutional neural network layers,
the generator produces a three-dimensional output tensor which is flattened to
a synthetic daily power profile. Similar to the model guidelines proposed in
the original DCGAN paper, batch normalisation [190] is applied for each con-
volutional layer, except for the last year of the generator and the first layer of
discriminator. ReLU [191] and LReLU [192] activation functions are applied
for both the generator and the discriminator layers except for their output lay-
ers. For the output layer of the discriminator, the activation function is sigmoid
however different generator output activation functions are adopted for different
data synthesis scenarios in Figure 5.2 with regards to their normalised numeric
ranges: sigmoid for PV or load / PV & load, hyperbolic tangent (tanh) for
net meter power. An Adam optimiser [193] with a learning rate of 0.0002 and
momentum β1 of 0.5 is applied and the batch size is set to be 128. Dropouts
[194] are applied for each convolutional layer in the discriminator to prevent
over-fitting and the rate is set to be 0.25.

Conditional Synthetic Data Generation

The DCGAN model is unconditional, which means we do not control the sam-
ples it generates. On the other hand, if some additional information is available,
it is possible to utilise the information to guide the data synthesis process via a
conditional GAN model. Conditional GAN (CGAN) was first proposed in [195]
where they demonstrate the image synthesis conditioned on class labels and it
is also reported in [196] where they found that by using class-conditional GAN,
much better samples are generated compared to an unconditional GAN model.
It is still not clear how exactly the provided auxiliary information improves the
data generation process, one common hypothesis is that the extra information
provides useful features to the generator and the discriminator during the train-
ing process [186]. Inspired by the CGAN structure, we convert the DCGAN
model to a conditional DCGAN model. The aim is not only to demonstrate
that we could use DCGAN generate PV and load data conditioned on addi-
tional information, but also to explore whether providing auxiliary information
could improve the results and what information is useful with regards to end-
use applications such as estimating electricity costs and optimal battery sizes
for new customers.

CGAN requires minor modification from a standard GAN where we only
need to make sure we provide the extra information to both discriminator and
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Table 5.1: The model architectures for different data synthesis scenarios. Layer
type "conv" refers to a convolutional layer with its specifications (kernel size
(k), number of filters (n) and stride (s)). Layer type "upsample" refers to an
upsampling layer which repeat the rows and columns of the input matrix by two
times and layer type "dense" refers to a full-connected neural network layer with
its corresponding number of hidden units. For input and output dimensions,
a single number of input/output represents a vector with its length and three
numbers indicate a three-dimensional tensor with the format of rows × columns
× channels.

Data Synthesis Type
PV Load Net PV & Load

Layer Type, Specifications
Generator

input, 100 input, 100 input, 100 input, 100
dense, 2304 dense, 2304 dense, 2304 dense, 2304
upsample upsample upsample upsample
conv, k3n128s1 conv, k5n256s1 conv, k5n256s1 conv, k3n128s1
upsample upsample upsample upsample
conv, k3n64s1 conv, k5n128s1 conv, k5n128s1 conv, k3n64s1
conv, k3n1s1 conv, k3n1s1 conv, k3n1s1 conv, k3n32s1

conv, k3n16s1
conv, k3n2s1

output, 24×12×1 output, 24×12×1 output, 24×12×1 output, 24×12×2
Discriminator

input, 24×12×1 input, 24×12×1 input, 24×12×1 input, 24×12×2
conv, k3n32s1 conv, k3n32s1 conv, k3n32s1 conv, k3n32s1
conv, k3n64s1 conv, k3n64s1 conv, k3n64s1 conv, k3n64s1
conv, k3n128s2 conv, k3n128s2 conv, k3n128s2 conv, k3n128s2
conv, k3n256s1 conv, k3n256s1 conv, k3n256s1 conv, k3n256s1
dense, 15360 dense, 15360 dense, 15360 dense, 15360
output, 1 output, 1 output, 1 output, 1

72



Figure 5.7: The structure of the input layers for the conditional DCGAN model.

generator as an extra input layer. Consider the additional information as y, the
value function of CGAN can be extended to Eqn. 5.5 from Eqn. 5.4:

min
G

max
D

V (D,G) = Ex∼pdata
[logD(x|y)] + Ez ∼ pz[log(1−D(G(z|y)))] (5.5)

CGAN is quite flexible in how the extra information is represented (by one-hot
encoding or embedding [197]) and where this information is inserted, as the
position can be any of the stacked layers within the GAN. For simplicity, in this
chapter, a single class label is used and the embedding representation [197] of
the label is applied for the developed conditional DCGAN model. Apart from
the additional inputs containing class information, the same model architectures
in Table 5.1 are applied for each data synthesis scenario. Figure 5.7 shows how
the additional class label is converted and concatenated within the conditional
DCGAN model: class label y is first passed to an embedding layer to generate
an embedding vector then it gets passed to a dense layer. It should be noted
that both the embedding layer and the dense layer are trained along other layers
of the generator and the discriminator according to the loss functions of both
players. After passing through the dense layer, additional input vectors for both
players are concatenated along with their default inputs: for the generator, the
concatenation is simply to join two vectors together whereas for the discrimi-
nator, the additional input vector is reshaped to form an additional channel to
the input synthetic/real data.

We use the month number as the class label for all the data synthesis sce-
narios in Figure 5.2 as seasonality exists for both PV & load profiles and more
importantly, it can be retrieved directly from timestamps without any extra
information from households. Another label we consider for load synthesis is
an arbitrary label called week-day-focus, which is determined by whether the
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daily profile belongs to a weekday or weekend and whether the household has
a day-focus consumption pattern. The day-focus pattern is simply decided by
whether annually the household has more consumption between 8:00 am to 4:00
pm compared to its consumption between 4:00 pm and 12:00 am during week-
days/weekends. On the other side, if it is the opposite situation the household
is considered to have an evening-focus load pattern. As a result, there are in
total four possible values for the week-day-focus class label: 0 for a weekday
with day-focus consumption pattern; 1 for a weekday with evening-focus pat-
tern; 2 for a weekend with day-focus consumption pattern; 3 for a weekend
with evening-focus pattern. It should be noted that potentially It should be
noted that potentially many dierent types of information regarding the power
proles/households could be used as class labels and multiple labels could be em-
bedded together to synthesise power proles. However, for the scope of this thesis
we only consider applying either month number or week-day-focus as profile la-
bel to avoid creating too many scenarios and make sure the label information
is easy to retrieve.

Checkpoint Selection using validation set

To deal with the oscillatory performance issue of the GANs described in [186]
and [198], the proposed DCGAN model is trained for a sufficient amount of
time until the losses of the generator and discriminator stabilise and achieve
the Nash equilibrium. The parameters of the trained model are saved for every
50000 training steps. The saved parameters of the model after a given training
step is also referred to as a checkpoint. This allows the model to generate
synthetic data and evaluate different checkpoints without re-training the model.
Eventually, the checkpoint with the validation set’s best performance is selected
as the checkpoint adopted for the DCGAN model. The metric used to select
the optimal checkpoint is the normalised root mean squared error (NRMSE)
used for calculating electricity costs under a flat tariff structure by comparing
electricity costs of synthetic data and real data for households in the validation
set. This metric is a good indication of the errors in the energy imports and
exports of households and ties well for the end-use applications of battery sizing.

5.2.3 Alternative Copula Model
As mentioned in Section 1.1, Markov chain models [13, 14] were used to generate
synthetic PV power data. However, their approaches require solar irradiance
data to generate synthetic clear sky index data. Unfortunately, such data was
not available for the adopted dataset. Hence, instead the copula model is used as
a comparative approach. A copula is a multivariate probability distribution with
uniform marginal probability distributions. It can characterise the dependence
of random variables independently of the marginal distribution functions of
those variables [199]. For synthesising power profiles, the random variables can
be described by (x1, x2, x3...xn) where each variable represents the power value
of a single 5 minute timestamp of a day and hence n = 288 for a single day
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of power profile. Suppose F (x1, x2, x3...xn) is the joint cumulative distribution
function (CDF) of x1, x2, x3...xn and the marginal CDF of a variable xi is Fi(xi),
the Sklar’s Theorem states that there exists a copula C such that:

F (x1, x2, x3...xn) = C[F1(x1), F2(x2)...Fn(xn)] (5.6)

The copula C is unique if all the marginal CDFs are continuous. Assuming all
the marginal CDFs are probabilistically calibrated which leads to ui = Fi(xi)
and F−1

i (ui) = xi where ui ∈ Unif [0, 1], the copula C can be described by Eqn.
5.7:

C(u1, ..., un) = F (F−1
1 (u1), ..., F

−1
n (un)) (5.7)

According to Eqn. 5.7, to construct the joint distribution, we just need to
get the inverse functions of the random variable marginal distributions and
then pick a copula function to model the dependence among various random
variables. There are a few commonly-used copula functions such as Gaussian
copula, Clayton copula, Frank copula etc. In this study, four different copula
functions (Gaussian, Clayton, Frank, Gumbel) are tested using the same metric
and procedure described in Section 5.2.2. As a result, we have adopted the
Gaussian copula which produces the lowest NRMSE in electricity costs for all
the synthesis scenarios. In this case, Eqn. 5.7 is converted to:

C(u1, ..., un) = Φn,R(Φ
−1(u1), ...,Φ

−1(un)) (5.8)

Where Φn,R is a multivariate normal distribution with zero mean and a n ×
n correlation matrix R and Φ−1 is the inverse CDF of a univariate normal
distribution. To build the copula from our training data, all we need to do is
to convert our empirical data of random variables to uniform using a kernel
estimator of the CDF and fit the Gaussian copula [145]. Then we can sample
from the fitted copula and transform the random samples back to the original
scale.

The copula package in R ([200]) is used to fit the Gaussian copula and gener-
ates synthetic samples. Same as the DCGAN data synthesis described in Section
5.2.2, we also consider the data synthesis scenarios in Figure 5.2 for the copula
approach. For the conditional data synthesis scenario, instead of feeding in the
class label like what has been done for the conditional DCGAN model, we divide
the training data conditioned on the class labels and fit separate copula func-
tions for each class as the copula approach does not have the exact mechanism
as the GANs which allows extra information during the fitting process.

5.2.4 Residential Battery Sizing Model
After synthetic power data is generated, it is fed into a residential battery sizing
model where estimated annual electricity costs and optimal battery sizes are
determined. The battery sizing results for using a full year of real or synthetic
PV and load data are computed for households in the evaluation set , allowing
us to estimate the errors for using synthetic data.
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Comparative Constant Normalised Profile Approach

In addition to the alternative copula approach, the developed DCGAN approach
is also compared to a simple approach commonly used in practice to size bat-
teries for new customers with no historical meter data. The main idea of this
industrial approach is to derive averaged normalised PV and load profiles from
the existing PV/load dataset across a whole year. Then the mean normalised
PV/load profiles are assumed to stay constant for different new customers within
a specified time window (a month/a year) or a load pattern, hence in this study
we refer to this method as the constant normalised profile approach. After ob-
taining a whole year of normalised PV and load data, the constant profiles are
unnormalised and then fed into a battery simulation model to produce battery
sizing results. This method has been adopted for most residential battery calcu-
lators (e.g. Ref [201]) with different input requirements or geographical scope.
To make a fair comparison in terms of sizing results, we assume the amount
of inputs are consistent for the DCGAN, copula and the constant normalised
profile approaches. As a result, most of the data synthesis scenarios in Fig-
ure 5.2 are implemented for the constant normalised profile method except for
double-channel synthesis as it is not feasible for this approach. The uncondi-
tional synthesis is relatively straight-forward where the training set is averaged
to produce the mean normalised PV/load/net meter daily profiles. On the other
hand for conditional data synthesis, profiles with the same class label are aver-
aged which results in different mean profiles, one for each month and one for
each week-day-focus label.

Battery Simulation Model

The key parameters of the battery simulation model are taken from Table 4.4,
where the battery specifications, economic parameters and tariffs are listed for
Australian residential solar households. We assume the battery follows the same
rule-based control scheme in Algorithm 1. The battery charges when there
is excess solar energy and discharges until depleted when load consumption
is higher than PV generation. This control algorithm aims to maximise the
onsite PV self-consumption and has been adopted in various studies (such as
[158, 202]) and many installed battery systems due to its simplicity and ease of
implementation.

To compute the battery sizing results, we follow the same method and as-
sumptions used in Chapter 4 where a grid search is applied to the battery size
range of 0-15kWh in order to find the optimal battery sizes in terms of the
highest Net Present Value (NPV) at the end of the battery lifetime which is
assumed to be 15 years. We assume a fixed installation cost of 200 Australian
Dollar (AUD) and a linear battery price of 200 AUD/kWh, this linear battery
price is derived from the lithium-ion battery prices predicted in [203], where the
price in 2018 is 176 USD/kWh and according to the displayed trend, the price at
the end of 2019 will be close to 140 USD/kWh which is equivalent to around 200
AUD/kWh. The battery savings are calculated by taking a difference between
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Figure 5.8: Losses of the discriminator and the generator for the first 50000
training steps when training DCGAN on PV power data

the electricity costs before and after installing battery systems. The impact
of battery degradation on battery saving is quantitatively taken into account
by assuming a 5% annual reduction in electricity cost savings due to battery
degradation [204].

5.3 Results and Discussion
5.3.1 Model Training & Computational costs
Training of the DCGAN approach is performed on a desktop with an Intel Core
i7-8700K CPU, 32 GB of RAM and an Nvidia GeForce RTX 2070 GPU, Python
codes implemented using both Tensorflow [205] and Keras [206] as the machine
learning libraries. As shown in Figure 5.8, which illustrates the losses of the
generator and the discriminator for the first 50000 training steps during the
DCGAN training for PV power data. Both the discriminator and generator
losses are relatively high at the start then they drop and stabilise after approx-
imately 40000 training steps where also the generated samples have reached a
good quality judging by visual inspections. Then both losses oscillate within a
small range where the Nash equilibrium is achieved. For other data synthesis
scenarios, especially load data training, the amount of time it takes for the losses
to stabilise are usually much longer and the range of oscillation is wider. This is
attributed to the higher variability of load power profiles compared to PV power
and more parameters used in the DCGAN architecture for load synthesis.

Computational costs of the model fitting/training processes for the DCGAN,
copula and constant normalised profile approaches are compared in Table 5.2.
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Table 5.2: Computational costs for the training/model fitting process of the
DCGAN, copula and constant normalised profile approaches regarding various
data synthesis scenarios. The GPU memory usage is also shown for the DCGAN
approach, whereas the other two methods can not use the GPU.

Unconditional Data Synthesis
Data type PV Load Net

DCGAN (hours) 2.33
(1497 MB)

33.79
(1497 MB)

10.08
(1497 MB)

copula (hours) 1.47 3.84 1.53
constant
normalised
profile (seconds)

14 13 15

Conditional Data Synthesis
Data type PV Load Net

DCGAN (hours) 5.64
(1497 MB)

31.95
(1497 MB)

29.56
(2489 MB)

copula (hours) 1.39 4.02 1.58
constant
normalised
profile (seconds)

9 9 11

The model fitting processes of the copula and constant normalised profile ap-
proaches are also performed on the same computer. The DCGAN takes a much
longer time to train than the other two approaches, especially for training on
the load power data. However, once the DCGAN model is trained, it takes neg-
ligible time for it to generate synthetic profiles. In fact, for all the data synthesis
scenarios considered in this study, it takes no longer than 20 seconds to gener-
ate a single channel (PV/load/net) of synthetic profiles for all the households in
the evaluation set. The copula and constant normalised profile approaches take
less time to do a similar model inference, although the differences are relatively
small among these three approaches.

5.3.2 Validation of synthetic data
Our main focus is to statistically evaluate the quality of the raw synthetic data
generated by DCGAN and copula approaches against the real data in the eval-
uation set in this subsection.

Cumulative distribution functions (CDFs) are derived from the real and
synthetic datasets to illustrate the distances between the measured and syn-
thetic data probability distributions. The Jensen-Shannon divergence (JSD)
[207] defined in Eqn. 5.9 is also calculated for the DCGAN and copula gener-
ated datasets, which measures their corresponding distances to the evaluation
set probability distribution. Figure 5.9, Figure 5.10 and Figure 5.11 respectively
show the cumulative distribution functions (CDFs) for PV, load and net meter
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Figure 5.9: Cumulative distribution functions (CDFs) of the evaluation set PV
power data, DCGAN and copula generated synthetic PV power data using (a)
unconditional single-channel data synthesis, (b) unconditional double-channel
data synthesis, (c) conditional single-channel data synthesis with month number
as input label and (d) conditional double-channel data synthesis with month
number as input label

power data, compared among the evaluation set, synthetic data generated by
the DCGAN and copula approaches.

JSD(P ||Q) =
∑
xϵX

[P (x)log(
P (x)

Z(x)
) +Q(x)log(

Q(x)

Z(x)
)] (5.9)

Where P and Q are the probability distributions of the measured and interpo-
lated data defined on the same probability space X, Z = 1

2 (P +Q), x represents
a possible outcome from X.

The synthetic power data generated by DCGAN has a closer overall prob-
ability distribution to the evaluation set compared to the copula approach, re-
gardless of the modelled data type or synthesis scenario. As demonstrated in
the CDF plots with corresponding JSDs, both approaches perform reasonably
well at producing similar PV power CDFs to the evaluation set whereas the
DCGAN approach significantly outperforms the copula model for load and net
meter power data synthesis. Similar results can also be observed for other data
synthesis scenarios. There is not much difference between single-channel or
double-channel synthesis for both approaches regarding the distances between
the synthetic and measured probability distributions. For conditional power
data synthesis, providing month number to the DCGAN model does not yield
a smaller JSD for synthesising PV/load/net meter data however the week-day-
focus label leads to a better JSD for load power data synthesis. On the other
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Figure 5.10: Cumulative distribution functions (CDFs) of the evaluation set load
power data DCGAN and copula generated synthetic load power data using (a)
unconditional single-channel data synthesis, (b) unconditional double-channel
data synthesis, (c) conditional single-channel data synthesis with month number
as input label, (d) conditional double-channel data synthesis with month number
as input label and (e) conditional single-channel data synthesis with week-day-
focus as input label

Figure 5.11: Cumulative distribution functions (CDFs) of the evaluation set net
meter power data, DCGAN and copula generated synthetic Net meter power
data using (a) unconditional single-channel data synthesis and (b) conditional
single-channel data synthesis with month number as input label
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hand, conditional data synthesis always leads to a better result for the copula
method.

Mean daily autocorrelation profiles are computed to test how well the syn-
thetic data captures the temporal characteristics of PV/load/net meter power
data. To compute the mean autocorrelation daily profile, autocorrelations are
derived from each 5-minute daily profile in the evaluation and synthetic datasets,
then they are averaged for each 5-minute timestamp of a day. The mean daily
autocorrelation profiles of the PV, load and net meter power data are respec-
tively illustrated in Figure 5.12, Figure 5.13 and Figure 5.14 The DCGAN

for the measured data, synthetic data generated by the copula and DCGAN
approaches under various data synthesis scenarios.

Figure 5.12: Mean daily autocorrelation profiles of the PV power data in the
evaluation set, DCGAN and copula generated synthetic data using (a) uncon-
ditional single-channel data synthesis, (b) unconditional double-channel data
synthesis, (c) conditional single-channel data synthesis with month number as
input label and (d) conditional double-channel data synthesis with month num-
ber as input label.

generated PV power data results in an averaged autocorrelation curve that is
quite well matched to the evaluation set. In contrast, there is some minor mis-
alignment between the copula and the evaluation set’s mean autocorrelation
profiles. Although the DCGAN generated mean daily autocorrelation profiles
of load and net meter power data also match the actual data autocorrelations
fairly well, the autocorrelations for long time lags (>200 for net meter data,
>250 for load data) tend to get underestimated. On the other hand, the copula
derived mean autocorrelation plot of load power has a closer match for long time
lags but not close for time lags that are less than 150. Furthermore, significant
mismatch can be observed between the mean autocorrelation plots of the copula
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Figure 5.13: Mean daily autocorrelation profiles of the load power data in the
evaluation set, DCGAN and copula generated synthetic data using (a) uncon-
ditional single-channel data synthesis, (b) unconditional double-channel data
synthesis, (c) conditional single-channel data synthesis with month number as
input label, (d) conditional double-channel data synthesis with month number
as input label and (e) conditional double-channel data synthesis with week-day-
focus as input label.

generated data and the evaluation set for net meter data synthesis scenarios.
Five-minute standard deviations are also calculated from the 5-minute av-

erage power values to evaluate whether the synthetic profiles present the same
level of diversity as the measured profiles. As a result, Figure 5.15, Figure 5.16
and Figure 5.17 respectively demonstrate the 5-minute standard deviations of
the PV, load and net meter power profiles for the ground truth and each evalu-
ated synthesis scenario using the copula and DCGAN methods. In terms of the
standard deviations in PV power data, both approaches capture the standard
deviations fair well. The copula approach always overestimates the standard
deviations whereas the DCGAN approach has some minor underestimations
and overestimations. On the other hand, the copula model is clearly underesti-
mating the load power standard deviations while the DCGAN approach has a
much closer match for all the included load synthesis scenarios. For the stan-
dard deviations in net meter data, both approaches underestimate the standard
deviations in the early morning and overestimating the standard deviations in
the middle of a day. It is suspected this may be due to a different normalisa-
tion approach used for net meter power data. Either PV system size and peak
load value are used for normalisation depends on which one is higher but they
could lead to quite different normalised net meter profiles. Moreover, during the
training process, this information on whether PV size or peak load is used for
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Figure 5.14: Mean daily autocorrelation profiles of the net meter power data
in the evaluation set, DCGAN and copula generated synthetic data using (a)
unconditional single-channel data synthesis and (b) conditional single-channel
data synthesis with month number as input label.

Figure 5.15: Standard deviations of the 5-minute PV power profiles in the evalu-
ation set, DCGAN and copula generated synthetic data using (a) unconditional
single-channel data synthesis, (b) unconditional double-channel data synthesis,
(c) conditional single-channel data synthesis with month number as input label
and (d) conditional double-channel data synthesis with month number as input
label.
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Figure 5.16: Standard deviations of the 5-minute load power profiles in the eval-
uation set, DCGAN and copula generated synthetic data using (a) unconditional
single-channel data synthesis, (b) unconditional double-channel data synthesis,
(c) conditional single-channel data synthesis with month number as input label,
(d) conditional double-channel data synthesis with month number as input label
and (e) conditional double-channel data synthesis with week-day-focus as input
label.

Figure 5.17: Standard deviations of the 5-minute net meter power profiles in the
evaluation set, DCGAN and copula generated synthetic data using (a) uncon-
ditional single-channel data synthesis and (b) conditional single-channel data
synthesis with month number as input label.
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normalisation is never fed into the model. Hence, we believe this inconsistency
may have caused some difficulties for the DCGAN and copula models to capture
the targeted data distribution.

Normalised root mean squared errors (NRMSEs) in yearly totals are also
used to evaluate how well the generative models could capture the aggregated
sums for an individual household. After the synthetic data is generated for
households in the evaluation set, the annual total PV/load/net meter energy
values are derived by aggregating the power values for each household. Then
the estimated yearly total energy values from the synthetic data are compared
to the measured yearly total values for the households in the evaluation set to
derive the normalised root mean squared errors (NRMSEs).

Table 5.3 shows the NRMSEs in annual total PV/load/net meter energy
values for each evaluated data synthesis scenario. it is evident that the DC-
GAN approach outperforms the copula model for almost all the evaluated data
synthesis scenarios except for the case of conditional net meter data synthesis.
This means DCGAN performs better at estimating the aggregated energy sums
at the individual household’s level. Double-channel data synthesis without any
input labels produces the closest estimations on yearly total energy for both
DCGAN and copula approaches for PV data synthesis. In contrast, double-
channel data synthesis with month number as the input labels produce the best
results for load power data synthesis. Unconditional data synthesis leads to
the lowest NRMSE in yearly net meter energy totals for the DCGAN method,
which is the opposite to the copula results where conditional net meter data
synthesis results in a minor error. Overall, PV data synthesis seems to produce
the slightest error regarding yearly totals, whereas the net meter data synthesis
has the highest NRMSEs.

Table 5.3: Normalised root mean squared errors (NRMSEs) in
yearly total (a) PV, (b) net meter and (c) load energy when adopt-
ing synthetic power data generated by DCGAN and its percentage
improvement in NRMSEs compared to using copula under various
data synthesis scenarios. Positive improvement means the NRMSE
by using DCGAN is smaller compared to using the copula model
and the percentage is calculated by taking the difference and di-
vide it by the NRMSE of using the copula approach. The smallest
NRMSEs for PV/net meter/load power data synthesis are indi-
cated by bold text.

(a) PV power data synthesis

Data
synthesis
scenario

unconditional
single-
channel

unconditional
double-
channel

conditional
single-
channel
(month
number)

conditional
double-
channel
(month
number)
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NRMSE in
annual totals
using GANs

0.058 0.0552 0.0567 0.0567

Improvement
in NRMSE

over copula
1.19% 4% 3.24% 3.08%

(b) net power data synthesis (c) load power data synthesis

Data
synthesis
scenario

unconditional
single-
channel

conditional
single-
channel
(month
number)

unconditional
single-
channel

unconditional
double-
channel

NRMSE in
annual totals
using GANs

0.1335 0.1358 0.1136 0.1139

Improvement
in NRMSE

over copula
1.18% -1.12% 2.32% 2.9%

(c) load power data synthesis

Data
synthesis
scenario

conditional
single-
channel
(month
number)

conditional
single-
channel
(week-day
-focus)

conditional
double-channel
(month number)

NRMSE in
annual totals
using GANs

0.1125 0.1152 0.1124

Improvement
in NRMSE

over copula
3.43% 5.5% 2.26%

To summarise, the proposed DCGAN approach can perform well on these
metrics and at the same time outperforms the comparative copula approach for
almost every included data synthesis scenario. This provides sufficient evidence
that the DCGAN model can adequately model the targeted PV/load/net meter
power data distributions and is also able to generate realistic samples (shown
in Figure 5.5).

As the proposed DCGAN model can generate high-quality samples with no
statistical requirements and minor requirements of input information, it can be
potentially integrated into some network planning/optimisation studies which
require the sub-station levels of load/PV power curves aggregated from a large
number of individual household load/generation profiles. Moreover, it could po-
tentially be used to generate a large amount of realistic PV/load power scenar-
ios for reinforcement learning based microgrid/battery storage power scheduling
optimisation studies which requires sufficient amount of power scenarios to al-
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low the software agents to learn how to make scheduling decisions towards the
optimisation goals.

However, in terms of the comparisons between various data synthesis sce-
narios for PV/load/net meter data, it is still unclear that whether using single-
channel or double-channel data synthesis is better or whether conditional is
superior to unconditional data synthesis as none of these synthesis scenarios
is consistently outperforming the others across the above metrics. Moreover,
even though the DCGAN generated data bears more statistical resemblance
to the real data compare to the data generated by the copula approach, it is
also important to test these models in an end-us application and compare their
performances. Hence, it is vital to use more concrete metrics designed for the
intended end-use applications such as a battery sizing model to further assess
the two approaches under various data synthesis scenarios and to quantitatively
recommend.

5.3.3 End-use application validation
The end-use application for the synthetic PV and load power data in this study
is to estimate electricity costs and to size battery storage systems for new solar
households with no historical data. Furthermore, we consider the cases where
a customer may have access to either measured PV or load interval data. As
mentioned in Section 5.2.4, we also evaluate another comparative case where
normalised profiles are used for the battery sizing model, a common practice in
the industry.

Errors in electricity costs & battery savings

Figure 5.18 shows the NRMSEs in annual electricity costs when using synthetic
PV & load power data generated by DCGAN, copula models and constant nor-
malised profiles via various data synthesis scenarios. In these plots, we categorise
the synthetic PV & load power data synthesis cases into three main groups: (1)
unconditional data synthesis (single & double channel synthesis); (2) conditional
data synthesis with month number as input label for both load & PV (single
& double channel synthesis); (3) conditional single-channel data synthesis with
month number as input label for PV data synthesis and week-day-focus as labels
for load profiles.

The DCGAN approach outperforms the other two models by small mar-
gins for each evaluated data synthesis scenario under both ToU and flat tariff
settings. The major difference between the DCGAN approach and constant
normalised profile approach is that the latter approach takes the mean profile
of the training set, as opposed to the DCGAN approach which generates ran-
dom samples from the learned training data distribution. Therefore, the use of
averaged normalised profiles is expected to end up with low and stable overall
error compared to different measured customer profiles in the evaluation set
that has similar means to the training set. On the other hand, the DCGAN
generated profiles are more diverse which could potentially lead to higher overall
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mean squared errors in costs. Hence, it shows that the DCGAN approach cap-
tures targeted PV & load data distributions well under various data synthesis
scenarios.

Conditional data synthesis ends up with smaller NRMSEs for DCGAN com-
pared to unconditional data synthesis where conditional double-channel syn-
thesis seems to produce the best results, although we discover that these data
synthesis scenarios do not make too much differences in terms of the errors in
estimating electricity costs for new customers.

The NRMSEs in yearly electricity costs for using synthetic PV + measured
load and measured PV + synthetic load power data are respectively displayed
in Figure 5.19 and Figure 5.20. For applying synthetic PV & real load data,
DCGAN still results in the lowest errors in electricity costs under both tariffs.
Conditional data synthesis always seems to be the better option in generating
synthetic PV power data and this holds for all three tested approaches. As
shown in Figure 5.20, The DCGAN and constant normalised profile approaches
both generate smaller errors in electricity costs compared to the copula approach
when using real PV & synthetic load power data. There is minimal difference
between the results of DCGAN and constant normalised profile models where
for some cases the latter approach outperforms the DCGAN by a tiny mar-
gin, this is somehow expected for using an averaged profile as explained above.
Conditional data synthesis with month number always end up with a smaller
NRMSE compared to unconditional synthesis for DCGAN using synthetic load
& real PV data. In contrast, there is no obvious benefits of using conditional
data synthesis for the copula and constant normalised profile approaches.

We calculate battery savings by taking the differences between the electricity
costs before and after battery storage systems are installed, as a result, Figure
5.21 demonstrates the NRMSEs in yearly battery savings using synthetic PV
& load power data generated by the DCGAN, copula and constant normalised
profile approaches under various data synthesis scenarios. It is clear that the
DCGAN approach leads to much less errors in battery savings compared to
the other two models for both tariff structures. This is expected as the pre-
vious results have shown DCGAN is able to generate closer samples compared
to the copula approach. Moreover, different to just apply averaged constant
profiles, DCGAN can model the intrinsic variability of residential PV/load pro-
files. Hence for an individual household, the constant normalised prole model
ends with the same import/export prole for each day of a year. In contrast,
the DCGAN approach leads to highly stochastic import/export proles. This
does not make too much of a difference when calculating electricity costs as
both models capture the total import/export energy well: DCGAN generated
data produces very similar load & PV power CDFs as shown in the previous
subsection; the constant normalised profile model is using the mean profile from
the target power data distribution. However, when calculating battery savings,
using a constant mean profile is not desirable as it could produce misleading re-
sults on how much battery capacity is utilised. For instance, a household could
have a week of high generation & low consumption and the following week with
low generation & high consumption. By just taking a mean import/export pro-
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Figure 5.18: NRMSEs in yearly electricity costs before installing batteries under
(a) a flat tariff or (b) a ToU tariff and after installing batteries under (c) a
flat tariff or (d) a ToU tariff using synthetic PV & synthetic load power data
generated via various data synthesis scenarios.

Figure 5.19: NRMSEs in yearly electricity costs before installing batteries under
(a) a flat tariff or (c) a ToU tariff and after installing batteries under (b) a flat
tariff or (d) a ToU tariff using synthetic PV power data via various PV data
synthesis scenarios & real load power data.
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Figure 5.20: NRMSEs in yearly electricity costs before installing batteries under
(a) a flat tariff or (c) a ToU tariff and after installing batteries under (b) a flat
tariff or (d) a ToU tariff using real PV & synthetic load power data generated
via various load data synthesis scenarios.

file, it is assumed that for each day, a certain amount of battery capacity can
be used to increase the self-consumption of PV generation, thus saves on elec-
tricity costs. On the other hand, the real situation might be that the battery
will be mostly full in the first week and mostly empty for the following week so
that only a small amount of battery capacity is actually utilised. By producing
import/export daily profiles with the right amount of diversity, the DCGAN ap-
proach potentially produces more realistic simulated battery operation profiles,
which lead to lower errors in battery savings.

Feeding in month number and week-day-focus labels respectively for DC-
GAN training of PV and load power data seems to have the most negligible
errors in savings. It also leads to the lowest NRMSE for the other two ap-
proaches.

Figure 5.22 and Figure 5.23 respectively illustrate the NRMSEs in electricity
savings using synthetic PV + real load and real PV + synthetic load power data
generated by the DCGAN, copula and constant normalised profile approaches
for various data synthesis scenarios. For these two circumstances, DCGAN also
clearly outperforms the comparative models, regardless of the data synthesis
scenario. Under both tariff structures, conditional DCGAN using month num-
ber for PV power data synthesis results in the smallest NRMSE in savings for
households that only require synthetic PV data for battery sizing. For synthetic
load + real PV data, conditional DCGAN using the input label of week-day-
focus leads to the lowest NRMSE.
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Figure 5.21: Under (a) a flat tariff or (b) a ToU tariff, NRMSEs in yearly battery
savings using synthetic PV & synthetic load power data generated via various
data synthesis scenarios.

Figure 5.22: Under (a) a flat tariff or (b) a ToU tariff, NRMSEs in yearly battery
savings using measured load power data & synthetic PV power data generated
via various synthesis scenarios.
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Figure 5.23: Under (a) a flat tariff or (b) a ToU tariff, NRMSEs in yearly battery
savings using measured PV power data & synthetic load power data generated
via various data synthesis scenarios.

Errors in optimal battery sizes

As mentioned earlier, to select the optimal battery size, a grid search is per-
formed to select the battery size that leads to the highest NPV at the end of
the battery lifetime. Figure 5.24 shows the mean absolute errors (MAEs) in
estimated optimal battery sizes when using synthetic PV & synthetic load data
generated by the DCGAN, copula and constant normalised profile approaches
under various data synthesis scenarios. Similar to the results for costs and sav-
ings, DCGAN results in the smallest MAEs in optimal battery sizes for both
tariff settings and various data synthesis scenarios. The constant normalised
profile approach produces much higher errors compared to the copula and the
DCGAN models, we suspect the reason behind it is the issue mentioned earlier
which is the misleading simulated battery operation profiles generated by using
a constant profile for each day instead of diverse profiles produced by randomly
sampling from the targeted power data distributions. Conditional DCGAN
with month number as sample label for PV profile and week-day-focus for load
profile produces the lowest errors for both tariff structures, this is expected as
this synthesis setting also generates the smallest errors in battery savings. For
the situation where there is no week-day-focus label available, the best option
seems to be conditional double-channel DCGAN using month number as the
power profile label.

Figure 5.25 and Figure 5.26 illustrate the mean absolute errors (MAEs) in
estimated optimal battery sizes when using synthetic PV + real load and real
PV + synthetic load power data under various data synthesis scenarios. The
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Figure 5.24: Under (a) a flat tariff or (b) a ToU tariff, MAEs in estimated
optimal battery sizes using synthetic PV & synthetic load power data generated
via various data synthesis scenarios.

DCGAN approach still leads to the smallest MAEs, similar to the results on
battery savings errors. Figure 5.26 indicates that week-day-focus is a better
input label for synthesising load profiles compared to month number. As shown
in Figure 5.25, conditional synthesis on PV power data leads to better sizing
results under the ToU tariff but worse errors for the flat tariff. Hence, we
can conclude that providing month number does not help too much for single-
channel PV data synthesis, at least for battery sizing.

The above results also provide recommendations over various data synthe-
sis scenarios: conditional DCGAN conditioned on month number for PV data
synthesis and week-day-focus for load data synthesis results in the best battery
sizing results followed by conditional double-channel DCGAN conditioned on
month number which requires less information from new customers. Moreover,
for conditional DCGAN, double-channel architecture produces better results
compared to single-channel probably as it can take advantage of the correlation
between load and PV profiles.

The effectiveness of the DCGAN approach on estimating electricity costs and
sizing home energy storage systems shows its potential of being a more accurate
yet simple battery sizing tool for residential customers who are making battery
purchase decisions or battery system installers/electricity retailers who often
provide quoting services for new customers.
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Figure 5.25: Under (a) a flat tariff or (b) a ToU tariff, MAEs in estimated
optimal battery sizes using synthetic PV power data generated via various PV
data synthesis scenarios & measured load power data.

Figure 5.26: Under (a) a flat tariff or (b) a ToU tariff, MAEs in estimated
optimal battery sizes using measured PV power data & synthetic load power
data generated via various data synthesis scenarios.
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5.4 Summary
In this chapter, we propose a DCGAN based model, which aims to generate syn-
thetic PV/load/net meter power profiles for residential customers without any
historical data. Two levels of validations are performed for the synthetic data
generated by the DCGAN model using the evaluation dataset of 292 households:
statistical evaluations to test how well the DCGAN model can generate samples
from the desired data distribution, a comparative copula approach is also eval-
uated; evaluate the performance of DCGAN on an end-use application which
is to estimate electricity costs and size battery systems for new PV households
with no historical data, the results are compared with the copula approach and
the constant normalised profile model which is a common industrial practice.

As demonstrated in figures in Section 5.3.2, the developed model can gener-
ate highly realistic 5-minute synthetic power profiles that are statistically akin
to real profiles. Furthermore, the results shown in Figure 5.18 and Figure 5.21
suggest that the DCGAN generated synthetic dataset can be applied in a real
time end-use application and surpasses the performances of the models used in
the relevant literature and the industry. Moreover, it is also demonstrated in
Figure 5.19, Figure 5.20, Figure 5.22 and Figure 5.23 that when one channel of
synthetic data is accessible (PV or load), the DCGAN method still outperforms
the alternative models with regards to battery sizing results. The proposed
model can be integrated to other research that requires a large amount of power
scenarios or to a battery sizing tool that only requires PV system size and peak
electricity power as inputs for residential households, installers and utilities.
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Chapter 6

Interpolating
High-granularity PV and
Load Data using Super
Resolution Generative
Adversarial Networks

6.1 Introduction
Solar generation and load consumption data, especially in the residential sector,
is highly stochastic due to system location, local weather, socioeconomic factors
and occupant behaviours. The large amount of high-resolution data collected
by smart meters could be used to model and forecast PV generation and load
consumption. However, the downsides of collecting high-resolution data are the
additional costs of storing, transferring and managing the collected datasets and
privacy concerns. As a result, the common temporal resolutions of smart meter
data are still 15-minute or coarser [11]. This level of temporal resolution might
be sufficient for billing purposes or deriving the overall generation/consumption
pattern. It can not fully capture the generation and consumption spikes as illus-
trated in power profiles in Figure 6.1. Furthermore, this may lead to inaccuracies
in the modelling and optimisation of distributed generation systems.

The impacts of adopting coarse datasets on distributed generation system
optimisation have been investigated in several studies reviewed in Chapter 2.
The analysis done in Chapter 3 also showed that under a flat tariff, the resulting
discrepancies between 5-second data and hourly data are 2.9% in estimated
electricity costs and 12.6% in battery savings on average. 5-minute resolution
is recommended which achieves a satisfactory balance between accuracies and
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Figure 6.1: comparisons between 5-minute and hourly resolutions for (a) a PV
power profile on a cloudy day and (b) a residential load power profile.

computational costs.
To address the above issues caused by low granularity data, one potential ap-

proach is to interpolate high-resolution load and PV data from lower resolution
data. However, there is a quite limited amount of literature regarding this topic.
Regarding PV power interpolation, the most relevant studies attempt to inter-
polate high-resolution solar irradiance data from low-resolution measurements.
In [208], a model is proposed to generate 10-minute irradiance data from hourly
measurements where the stochastic component of the 10-minute data is repro-
duced by randomly generating fluctuations from fitted beta distributions. Some
improvements have been made in [209] and [210], reducing the errors between
the synthetic and measured high-resolution solar irradiance data. These stud-
ies all require an indicator (normalised clearness index in [208], beam clearness
index in [209] and clear sky index in [210]) based on irradiance measurements
to classify sky conditions. Hence, as irradiance measurements are difficult to
obtain especially for residential sites, the practicability of these approaches is
questionable for interpolating PV power data. Regarding load data, the nearest
related study sought to improve load disaggregation accuracy by interpolating
high frequency load data (100/1000 Hz) from lower frequency load data (10/100
Hz) using a convolutional neural network (CNN) trained by mean squared error
(MSE) [211].

Overall, to the authors’ knowledge, there are no existing studies that inter-
polate high-resolution PV/load power data from coarse smart meter data that
is commonly accessible in practice (e.g. 30-minute/hourly). In this chapter,
inspired by the super resolution generative adversarial network (SRGAN) work
proposed in [212] which sets a new state-of-art for image super-resolution, a deep
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learning model is proposed to interpolate 5-minute PV generation and load con-
sumption power data from 30-minute/hourly smart meter measurements. The
interpolated data is then adopted in a residential PV battery optimisation model
to address the inaccuracies in the optimised results caused by using coarse data.
The reasons for setting the targeted temporal resolution to 5-minute are two-
folds: 1. 5-minute is sufficient for applications investigated in [11, 50, 114] and
is recommended in Chapter 3, which achieves a good balance between accuracy
and computational costs for optimisation of a PV battery system; 2. Although
the model can be easily adjusted to generate higher resolution data, the amount
of higher resolution data required to fit the model is also larger and may not be
easily accessible in practice.

The source code for the implementation, together with the trained param-
eters of the proposed SRGAN model are available online at https://github.
com/tomtrac/SRGAN\_power\_data\_generation. This allows others to: eas-
ily apply our SRGAN model to their own datasets; apply our trained network
directly to generate 5-minute data from 30-minute/hourly measurements; and
to compare their results with this work.

The remainder of the chapter is organised as follows: Section 6.2 illustrates
the problem formulation of the data interpolation; Section 6.3 introduces the
proposed model; Section 6.4 presents detailed evaluations of the interpolated
data; Section 6.5 concludes the study and proposes some future work.

6.2 Problem Formulation
The interpolation aims to estimate a high temporal resolution average power
generation/consumption profile XHR from its lower resolution version XLR.
XLR is essentially a time series with M average power values and with an
upsampling factor u which means u power values are interpolated from a single
value in XLR, as a result XHR contains u×M time-indexed values.

To set up the interpolation model, historical high-resolution data collected
from multiple sites are used in the training set to train a generating function
GθG parameterised by θG. The training task can be defined as finding θ∗G in
Eqn. 6.1:

θ∗G = argmin
θG

1

Ntrain

Ntrain∑
n=1

JG(GθG(X
LR
n ), XHR

n ) (6.1)

Where θ∗G are the optimal parameters that minimise GθG ’s loss function JG
described in details in Section 6.3.2; XHR

n and XLR
n respectively denote a single

high-resolution and a low-resolution PV generation/load power profile in the
training set; Ntrain is the total number of power profiles in the training set and
n = 1, ..., Ntrain.
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Figure 6.2: The structure of the SRGAN.

6.3 Methodology
Generative adversarial networks (GAN), as a machine learning framework in-
troduced in Chapter 5, forms the basis of SRGAN. In this section, the concept
of the SRGAN is briefly introduced, then the loss function, architecture and
training process of the proposed SRGAN model are described.

6.3.1 Super Resolution Generative Adversarial Networks
For the interpolation task considered in this study, the structure of the original
GAN is adjusted to a SRGAN shown in Figure 6.2: instead of latent noises,
low-resolution power profiles are inputted to the generator to generate high-
resolution power profiles; then the discriminator’s task is to distinguish syn-
thetically interpolated power profiles from real high-resolution power profiles.

6.3.2 Loss Function
During the model training process, the discriminator aims to maximise the
probability of assigning the correct labels to measured high-resolution power
profiles (XHR) and interpolated profiles (G(XLR)). This is done by minimising
the cross-entropy cost JD(θD, θG) shown in Eqn. 6.2, given that θD, θG are
respectively the parameters of the discriminator and generator:

JD(θD, θG) = −EXHR∼pHR
[logD(XHR)]− EXLR∼pLR

[log(1−D(G(XLR)))]
(6.2)

Where pHR and pLR represent the data distributions of the high and low-
resolution power profiles respectively.

The loss function of the generator, on the other hand, has two main compo-
nents: one is the MSE between the interpolated and measured high-resolution
data (shown in Eqn. 6.3) which shall be minimised to make sure the recon-
structed power values are close to the measured high-resolution values; the other
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loss is the adversarial loss (JA shown in Eqn. 6.4) which is minimised during
training to maximise the probability that the discriminator being mistaken. The
reasons to include the adversarial losses are two-fold: 1. minimising just the
MSE encourages finding the averages of the plausible interpolation solutions
and this creates overly-smooth interpolation results that are not realistic [212],
this issue is found in the area of image super-resolution; 2. adding adversarial
loss encourages the generator to capture high-resolution uncertainties to make
the interpolated profiles realistic enough to fool the discriminator.

JMSE(θG) =
1

uM

uM∑
t=1

(XHR
t −G(XLR)t)

2 (6.3)

Where JMSE is the MSE loss, t represents a timestamp, XHR
t and G(XLR)t are

the corresponding power values in the measured and interpolated high-resolution
power profile respectively.

JA(θD, θG) = −EXLR∼pLR
[log(D(G(XLR)))] (6.4)

The combined loss JG of the generator is the weighted sum of JMSE and JA:

JG = JMSE + λ× JA (6.5)

Where λ is the weighting factor applied for the adversarial loss. As JG and JD
are inversely correlated, they can combine and form a min-max objective V for
both functions:

min
G

max
D

V (D,G) = EXHR∼pHR
[logD(XHR)] + EXLR∼pLR

[log(1−D(G(XLR)))]+

λ× (
1

uM

uM∑
t=1

(XHR
t −G(XLR)t)

2)

(6.6)

6.3.3 Model Architecture
The design of the proposed model architecture is inspired by the original SR-
GAN work in [212], where both the generator and discriminator are imple-
mented as deep convolutional neural network (CNN). By applying multiple fil-
ters and stacked convolutional layers, hierarchical levels of temporal dependen-
cies/features can be captured from the input image/time series without requiring
extra hand-crafting preprocessing steps other than normalisation of the input
data. As a result, deep CNNs have achieved many breakthroughs in the do-
mains of image recognition [187] and restoration [213], speech recognition [214]
and natural language processing [215].

However, as the depth of a CNN keeps increasing to a certain extent, often
the model accuracy gets saturated and decreases rapidly. This degradation in
model performance is addressed by residual neural network (ResNet) proposed
in [216], which includes residual blocks that add skip connections along with
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the normal data flows in a deep CNN. Hence, in this study, residual blocks
are applied for the generator to allow extra useful information to flow from
the input data and at the same time avoid the degradation issue of very deep
CNNs. The architecture of the adopted residual block is shown in Figure 6.3(a),
which follows the work proposed in [212]. Each residual block includes two
convolutional layers followed by batch normalisation, which standardises the
outputs of the previous layers in order to stabilise and accelerate the training
process [190]. Parametric rectified linear unit (PReLU) [217] is used as the
activation function.

Consider the residual block input as x and the desired output of the residual
block is H(x). As shown in Figure 6.3(a) where a skip/identity connection is
added to a stacked CNN, the input x is copied and added to the output of the
stacked layers. This means instead of fitting these in-between layers directly to
produce H(x), another mapping F (x) called a residual mapping is used where
F (x) = H(x) − x. Hence H(x) is recast into F (x) + x. The skip connections
allow information to flow between layers easily without any transformations
and help the later layers to utilise the information from the original input layer
or previous layers. Moreover, the skip connections enable identity mappings
(the output is the same as the input), which is difficult to approximate for
traditional non-linear deep CNNs. Hence, if the optimal layer mapping is close
to an identity mapping, this skip structure makes it easier to find the optimal
layer parameters. To increase the resolution of the input data, the upsampling
block shown in Figure 6.3(b) is applied, which is inspired by the work in [189]
and includes an initial nearest-neighbour interpolation, a convolutional layer
with batch normalisation and a rectified linear unit (ReLU) activation function
[191].

The model architecture of the generator is shown in Figure 6.4(a), which
includes M residual blocks and N upsampling blocks. A sigmoid activation
layer is applied at the end to make sure the output normalised numerical range
is between 0 and 1.

For the discriminator, as less convolutional layers are adopted, no resid-
ual blocks are required. The design shown in Figure 6.4(b) simply follows the
guidelines proposed in [156] for a deep convolutional generative neural networks
(DCGAN). Leaky ReLU [192] is applied as the activation function and batch
normalisation is also applied.

6.3.4 Model Training
Both the generator and the discriminator are trained by backpropagation [218]
with multiple training iterations. For each iteration, the following steps are
performed to update the parameters of both functions:

1. A mini-batch that consists of multiple LR and HR daily PV/load profile
pairs is randomly drawn from the training data.

2. The generator parameters are kept constant. The mini-batch is used to
update the discriminator parameters through backpropagating the loss
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Figure 6.3: The structure of the adopted (a) residual block and (b) upsampling
block. "Conv" refers to a convolutional layer, the numbers after "k", "n" and
"s" respectively stand for the filter size, number of filters and stride amount of
the convolutional layer(e.g. k3n64s1 indicates that the convolutional layer has
a filter size of 3× 3, 64 filters and a stride of 1.)

102



Figure 6.4: The architecture of the (a) generator and (b) discriminator. "Conv"
refers to a convolutional layer, the numbers after "k", "n" and "s" respectively
stand for the filter size, number of filters and stride amount of the convolutional
(e.g. k3n64s1 indicates that the convolutional layer has a filter size of 3× 3, 64
filters and a stride of 1.)
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defined in Eqn. 6.2.

3. Another mini-batch is sampled from the training data.

4. The discriminator parameters are kept constant. The second mini-batch
is used to update the generator parameters through backpropagating the
loss defined in Eqn. 6.5.

6.4 Case Study
6.4.1 Dataset and Model Training
The dataset used in the case study includes 5-minute average PV generation and
load consumption data of 2925 Australian PV households, collected by Solar
Analytics [160] using Wattwatcher smart meters [161] for the period between
January 2017 and December 2017. 5-minute data is then resampled into 30-
minute and hourly datasets. The PV and load power data are normalised by
the household’s PV system size and peak load respectively before fitting the
SRGAN model, this makes sure the numerical range is between 0 and 1. The
power data from 80% of the households is used to train the SRGAN model, 10%
as the test set to evaluate the performance of the model and the remaining 10%
is used as the validation set to select the optimal model hyperparameters such
as the number of training iterations, numbers of residual blocks and upsampling
blocks in the generator.

Model training is performed on a PC with an Nvidia GeForce RTX 2070
GPU, an Intel Core i7-8700K CPU and 32 GB of RAM, using Keras [206] and
Tensorflow [205] as the deep learning packages. The mini-batch size is set to be
128 and the optimiser to update the SRGAN’s parameters is set to be Adam
[193] with a learning rate of 10−4 and momentum β1 of 0.5. Separate models
are trained for interpolating 30-minute and hourly PV and load data, then some
tuning of the model hyperparameters is done using the validation set and the
Jensen-Shannon divergence (JSD) [207] as the evaluation metric, which mea-
sures the distances between the interpolated and the measured data probability
distributions. Empirically it is found that 5 residual blocks are sufficient for all
the evaluated interpolation scenarios. On the other hand, interpolating hourly
PV/load data requires two upsampling blocks, while one upsampling block is
sufficient for interpolating 30-minute data. The range for the optimal numbers
of training iterations is between 105 to 5 × 105. More iterations are required
for interpolating hourly data as it has an additional upsampling block. The
weighting factor λ is set to be 10−3 in Eqn. 6.5.

6.4.2 Results and Discussion
Visual inspection

The first step of the model evaluation is to visually inspect the SRGAN gen-
erated profiles and their ground truth. Moreover, another aspect to evaluate
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Figure 6.5: 5-minute daily PV power measured profiles compared to synthetic
profiles generated by the SRGAN and SR-MSE models for (a) a clear-sky day
interpolated from 30-minute data and (c) a cloudy day interpolated from hourly
data; 5-minute daily load measured profiles compared to synthetic profiles in-
terpolated from (b) a 30-minute power profile and (d) an hourly power profile.
The input measured 30-minute/hourly profiles are shown in the first row.

is whether it is necessary to include the adversarial loss component in the loss
function in Eqn. 6.5 for interpolating PV/load power data. Hence, in addi-
tion to the SRGAN model, another approach with the same model architecture
is trained only using the MSE loss component in Eqn. 6.5 and this model is
referred as the super resolution mean squared error (SR-MSE) approach.

As a result, Figure 6.5 shows a few examples of SRGAN and SR-MSE in-
terpolated 5-minute PV and load power profiles and their respective input 30-
minute/hourly and 5-minute measured power profiles. For an example of a
clear-sky day PV power profile, as shown in Figure 6.5(a), the synthetic profile
generated by SRGAN matches well with the measured profile. A cloudy day PV
power profile is illustrated in Figure 6.5(b), although some discrepancies can be
observed where the SRGAN interpolated profile does not match the measured
profile point by point, it captures the overall pattern and variations in power
quite well. Similar results can be observed from Figure 6.5(c) and 6.5(d), which
compare two 5-minute load profiles respectively interpolated from 30 minutes
and hourly resolutions using SRGAN, to their corresponding measured profiles.
On the other hand, although the SR-MSE approach can capture the overall pat-
terns of the PV and load profiles, its generated profiles seem to be too smooth
and less convincing especially for load profiles and cloudy-day PV profiles. This
shows the necessity of applying the adversarial loss for interpolating PV and
load power data, similar to what is found for image super-resolution [212].
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Figure 6.6: CDFs of measured 5-minute PV power data compared to synthetic 5-
minute data interpolated from (a) 30-minute power data and (b) hourly power
data; CDFs of measured 5-minute load power data compared to synthetic 5-
minute data interpolated from (c) 30-minute power data and (d) hourly power
data.

Data distribution and autocorrelation

To illustrate the distances between the data probability distributions of mea-
sured and synthetic power profiles interpolated by SRAGN, cumulative distribu-
tion functions (CDFs) are generated in Figure 6.6 for measured and interpolated
5-minute power datasets. For all the evaluated scenarios, there is almost no vis-
ible difference between the synthetic and measured CDFs which indicates that
the SRGAN model can generate 5-minute interpolated power profiles from the
same data probability distributions of the measured data.

Figure 6.7 demonstrates the mean daily autocorrelation profiles of measured
and SRGAN interpolated datasets for all the four evaluated scenarios: PV/load
data interpolation from 30-minute/hourly resolution. To compute a mean daily
autocorrelation profile, autocorrelations are calculated for all the daily power
profiles in the measured/synthetic evaluation set. Then they are averaged for
each 5-minute timestamp of a day. Like the CDF results, the mean daily auto-
correlations of the SRGAN interpolated data match quite well with the ground
truth, which means the SRGAN model can capture the temporal characteristics
of 5-minute load and PV power profiles.

Performances in various types of power profiles

It is vital to ensure that the SRGAN model performs well against different types
of PV/load power profiles and to assesses what types of PV/load power scenarios
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Figure 6.7: Mean daily autocorrelation profiles of measured 5-minute PV power
data compared to synthetic 5-minute data interpolated from (a) 30-minute
power data and (b) hourly power data; Mean daily autocorrelation profiles
of measured 5-minute load power data compared to synthetic 5-minute data
interpolated from (c) 30-minute power data and (d) hourly power data

result in better performances. Hence, the PV and load power profiles in the test
set are segmented into different clusters and then assessments are carried on
these clusters. Daily clearness index is used to separate PV power profiles as
it provides a reasonable indication of how clear/cloudy a day is. As the daily
clearness index ranges between 0 to 0.8 in the test set, eight equally spaced
clearness index intervals of 0.1 are used to group the PV power profiles. K-means
algorithm is used to cluster the normalised 30-minute and hourly load power
profiles, in this analysis five clusters are adopted for both temporal resolutions.
The evaluation metric is the normalised mean squared error (NRMSE) in the
daily totals of 5-minute power. The reasons for selecting this metric instead of
the JSD used in the model tuning process are two-fold: 1. The interpolated
data probability distributions match quite well with the ground truth. As a
result the JSDs of various clusters of power profiles are all quite insignificant;
2. This metric is also adopted in a couple of other similar studies [208, 210].

Figure 6.8 demonstrates the NRMSEs in daily PV totals for different ranges
of daily clearness index. As the clearness index increases, the NRMSEs decreases
for both the 30-minute and hourly interpolated datasets. This is expected as
there are more weather transients during cloudy days, making it dicult for the
SRGAN model to capture all the uncertainties within the PV power proles
accurately.

Figure 6.9 shows the K-means cluster centroids of 30-minute and hourly
load power data and their corresponding NRMSEs in daily totals. Both data
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Figure 6.8: NRMSEs in daily totals of 5-minute synthetic data interpolated
from (a) 30-minute and (b) hourly PV power data for different clearness index
intervals.

granularities end up with similar load clusters. Load profiles with relatively
small daytime focused consumption (Cluster 2) result in the smallest NRMSEs
in daily totals for both evaluated scenarios, followed by Cluster 5, which contains
power profiles with morning and evening peaks. The other three clusters have
higher NRMSEs in terms of daily totals, with small differences between them.
Overall the NRMSEs are relatively small and stable across various clusters of
load profiles, which means the SRGAN model performs well regardless of the
type of a load curve.

Performance in a benchmark dataset

It is worthwhile to investigate the performance of the trained SRGAN model on
a different dataset. As a widely adopted benchmark dataset, the Smart Grid
Smart City (SGSC) dataset includes 30-minute smart meter data (primarily
load data) collected between 2010 and 2014 from Australian households in the
state of New South Wales (NSW). In this case study, one year data of 2013-2014
is used for validation, including 2839 customers with a full year of load data and
43 households with a whole year of PV data.

Figure 6.10 demonstrates a few daily power profiles of SGSC data and their
interpolated 5-minute power profiles using the SRGAN model trained using the
Solar Analytics dataset. Although there is no ground truth of 5-minute SGSC
data, visually the interpolated 5-minute power profiles seem realistic and contain
weather transients and load spikes that can not be observed from the original
measured 30-minute profiles. As there is no measured 5-minute data in the

108



Figure 6.9: Cluster centroids of (a) 30-minute and (c) hourly normalised load
power data and NRMSEs in daily totals of 5-minute synthetic data interpolated
from (b) 30-minute and (d) hourly PV power data within these clusters.

SGSC dataset, it is not possible to compare the data probability distributions
of the measured and interpolated datasets. Instead the adopted metric is the
NRMSEs in daily totals, which is already used above for validating the model on
different types of power profiles. As a result, the NRMSEs in daily totals of PV
power and load power are respectively 0.0039 and 0.0014, which are comparable
with the NRMSEs for the test set of SolA dataset (0.0025 for PV and 0.0024
for load). Moreover, the NRMSEs in load daily totals are even lower for the
SGSC dataset. Since the SGSC dataset is collected in a different year and quite
likely from a different group of households (the Solar Analytics training set only
has 693 NSW PV customers and the remaining 1647 PV households are from
other states), this shows that the trained SRGAN model is likely to have the
same level of performance in other datasets with different time windows and
geographical scopes.

6.4.3 Conditional SRGAN
The only input to the SRGAN model is the low-resolution profile without any
extra information. However, suppose more information of the power profile
can be leveraged to direct the interpolation process of the SRGAN model. In
that case, it extends to a conditional SRGAN (CSRAGN) and the interpolation
results may be improved. This information Y is also referred to as a class label
related to the seasonality or classification of the input power profiles, such as
the season/month of a year, load cluster labels. Y can be added to both the
generator and the discriminator as an extra input vector. As a result, they are
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Figure 6.10: 30-minute measured and 5-minute interpolated PV power profiles
from the SGSC dataset for (a) a clear-sky day and (b) a cloudy day; 30-minute
measured and 5-minute interpolated load power profiles from the SGSC dataset
with (c) morning and evening focused consumption and (d) daytime focused
consumption.

both conditioned on Y and Eqn. 6.6 can be easily adjusted to the loss function
of the CSRGAN model:

min
G

max
D

V (D,G) = EXHR∼pHR
[logD(XHR|Y )] + EXLR∼pLR

[log(1−D(G(XLR|Y )))]+

λ× (
1

uM

uM∑
t=1

(XHR
t −G(XLR)t)

2)

(6.7)
In this case study, the SRGAN model is converted to a CSRGAN model by

adding month number and cluster label as the extra information for interpolat-
ing PV and load power profiles. Month number could help the PV power profile
interpolation as it may be related to the seasonal effects on cloud movements
and clustering label could also be useful for generating interpolated load pro-
files as various load clusters may have their distinct load characteristics such as
the amount of the consumption spikes. K-means algorithm is applied to cluster
the low-resolution load power datasets (30-minute and hourly), Davies-Bouldin
index (DBI) is used as the metric to select the optimal numbers of clusters. As
a result, 12 clusters are adopted for clustering both the 30-minute and hourly
load power data.

An alternative naive prediction model is also implemented as a comparison
to the SRGAN and CSRGAN approaches. The main idea of the naive prediction
is that for a given 30 minute/hourly daily profile in the evaluation set, another

110



Table 6.1: NRMSEs in daily/monthly/yearly totals of interpolated 5-minute PV
and load power data.

NRMSE in PV totals
Method input data resolution Daily Monthly Yearly
CSRGAN 30-minute 0.0025 0.0012 0.0007

hourly 0.0036 0.0015 0.0011

SRGAN 30-minute 0.0025 0.0017 0.0016
hourly 0.0032 0.0016 0.0012

Naive prediction 30-minute 0.0129 0.0072 0.0063
hourly 0.0111 0.0057 0.0048

NRMSE in load totals
Method input data resolution Daily Monthly Yearly
CSRGAN 30-minute 0.0023 0.0015 0.0018

hourly 0.0039 0.0040 0.0053

SRGAN 30-minute 0.0024 0.0019 0.0023
hourly 0.0028 0.0017 0.0017

Naive prediction 30-minute 0.0185 0.0127 0.0167
hourly 0.0172 0.0111 0.0143

daily profile in the training set that has the closest Euclidean distance is selected.
Then for predicting the 5-minute profile, the corresponding 5-minute profile of
the closest 30-minute/hour profile is adopted as a naive prediction. To make a
comprehensive comparison, results are also derived for the cases where measured
30-minute, hourly and 5-minute datasets are available. The results of 5-minute
dataset are used as an ideal case which allows us to compute the errors in
estimating electricity costs and battery savings, whereas 30-minute and hourly
datasets are applied to produce a baseline of the cost and saving results.

Estimation of daily, monthly and yearly totals

Table 6.1 compare the NRMSEs in the interpolated 5-minute daily, monthly
and yearly totals using the CSRGAN, SRGAN and naive prediction approaches.
For the evaluated scenarios, the CSRGAN approach has a better overall per-
formance in estimating the PV power totals compared to the SRGAN model.
The only exception is when predicting the daily PV totals using hourly data as
input temporal resolution. On the other hand, inputting additional information
only improves the estimation of load power totals when interpolating 30-minute
load data, the CSRGAN model results in larger NRMSEs when hourly data is
provided.

It is also vital to inspect how the NRMSEs of these interpolation models
fluctuate for different households in the test set. Moreover, it would be desir-
able to compare the NRMSEs against other relevant studies. Although there
is no existing studies on interpolating 5-minute PV/load power data, studies
in [208–210] interpolate 5-minute/10-minute irradiance data from hourly data
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Figure 6.11: Household-level NRMSEs in daily totals of 5-minute PV power data
interpolated from (a) 30-minute and (b) hourly measured data, using the CSR-
GAN, SRGAN and naive prediction approaches; household-level NRMSEs in
daily totals of 5-minute load power data interpolated by the CSRGAN, SRGAN
and naive prediction approaches, from (c) 30-minute and (d) hourly measured
data across households in the test set. η is the median value of the household-
level NRMSEs for an interpolation scenario using one interpolation model.

as reviewed in Chapter 2. As PV generation is strongly dependent on solar
irradiance data, the performances of our model and the reviewed studies can
be roughly compared. It should be noted that the comparisons are not entirely
fair as the reviewed studies interpolate irradiance data for a few weather sta-
tions while this study aims to interpolate PV power data for households. They
reported one NRMSE in the daily totals of solar irradiance for each weather sta-
tion, taking account of all the collected daily irradiance profiles for that weather
station. We use the same metric to generate the box plots in Figure 6.11 for
each evaluated scenario and interpolation model. It should be noted that the
NRMSEs on this plot are different to the NRMSEs of daily totals in Table 6.1:
The NRMSEs in Table 6.1 are computed using all daily profiles in the test set
while the household-level NRMSEs in Figure 6.11 are generated individually for
each household in the test set to form a box plot, using on year of daily load/PV
power profiles.

As the reviewed studies all used small datasets and it is unclear whether
these NRMSEs are normally distributed, it makes more sense to compare the
medians of the NRMSEs instead of their means. Hence, the medians (η) for
each evaluated interpolation scenario are displayed on top of the box plots in
Figure 6.11 for each interpolation model. The median NRMSEs in daily totals of
irradiance among various reported locations are respectively 3% in [208], 0.65%
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in [209] and 0.9% in [210]. Our model has a better performance compared to the
approach in [210]. The work in [208] and [209] interpolate 10-minute instead of
5-minute data from hourly measurements. Despite having a higher upsampling
factor, the NRMSE median shown in Figure 6.11(b) is 0.66 % for the SRGAN
model, which is quite close to the 0.65 % median in [209] and much smaller
compared to the reported value in [208].

Similar to the results in Table 6.1, the SRGAN model has better perfor-
mances over the other two alternative methods when interpolating 5-minute
load/PV data from hourly resolution. However, the medians and interquartile
ranges (IQR) of the NRMSEs across test set households for interpolating PV
and load power data are relatively close between the SRGAN and CSRGAN
models when using 30-minute data as inputs. Hence, paired Wilcoxon signed-
rank tests are performed, which is a non-parametric statistical significance test
to compare two paired groups of samples [219]. In this case, we use one-sided
instead of two-sided tests to assess which approach results in smaller NRMSEs
for households in the test set. Another aim is to determine whether there are
sufficient households in the test set for us to find the optimal interpolation ap-
proach for each evaluated scenario. As a result, Wilcoxon signed-rank tests are
conducted to compare the three approaches for each considered interpolation
scenario, all of them returned a p-value < 0.05. Moreover, the statistical tests
show that the CSGAN model achieves the lowest NRMSEs (p-value = 0.0012)
in terms of interpolating load data from 30-minute resolution. On the other
hand, despite having a lower NRMSE in Table 6.1, the CSRGAN model leads
to higher household-level NRMSEs (p-value = 0.006) for interpolating 5-minute
PV power data from 30-minute resolution compared to the SRGAN model.

Unfortunately, the metric reported in the reviewed load data interpolation
study [211] was the root mean square error (RMSE), and there was no unit
provided for the RMSEs. Moreover, the reviewed study aimed to interpolate
very high frequency data (100/1000 Hz), which is quite different to our scope.
Hence, it is not feasible to compare between our model and the approach in
[211].

Estimation of electricity costs and battery saving potentials

One potential end-use application of the interpolated PV/load data is to provide
more accurate estimations of electricity costs and battery saving potentials for
households with PV when only coarse meter data is available. In this section, the
battery simulation model in Chapter 4 is adopted to evaluate the interpolated
data which requires PV and load data as inputs, simulates the operations of a
residential battery and computes the electricity costs with & without a battery
and potential battery savings for an Australian solar household. Also, this case
study follows the same economic parameters, battery specifications, charging
& discharging algorithm and tariff structures (flat and time-of-use (ToU)) in
Chapter 4. For each household, the battery size range is set to be 1-15 kWh
with an increment of 1 kWh, the potential battery savings are computed for
each battery size by taking the difference between the electricity costs with &
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Table 6.2: NRMSEs and r-squared values for estimating yearly electricity costs
and battery saving potentials using low-resolution measured data, 5-minute data
interpolated by the CSRGAN, SRGAN and naive prediction models.

Errors in yearly electricity costs
Tariff Flat ToU
Method input data resolution NRMSE r squared NRMSE r squared
CSRGAN 30-minute 0.00244 0.99972 0.00242 0.99976

hourly 0.00457 0.99903 0.00478 0.99906

SRGAN 30-minute 0.00275 0.99965 0.00313 0.99960
hourly 0.00284 0.99963 0.00287 0.99966

Measured 30-minute 0.00293 0.99960 0.00309 0.99961
hourly 0.00483 0.99892 0.00519 0.99890

Naive prediction 30-minute 0.02161 0.97842 0.02336 0.97766
hourly 0.01843 0.98430 0.01940 0.98459

Errors in yearly battery savings
Tariff Flat ToU
Method input data resolution NRMSE r squared NRMSE r squared
CSRGAN 30-minute 0.02589 0.96576 0.01822 0.98621

hourly 0.03861 0.92970 0.02844 0.96887

SRGAN 30-minute 0.02927 0.95917 0.02097 0.98220
hourly 0.03664 0.93686 0.02520 0.97526

Measured 30-minute 0.04126 0.93673 0.02673 0.97724
hourly 0.06412 0.84935 0.04320 0.94229

Naive prediction 30-minute 0.05826 0.87075 0.04926 0.92733
hourly 0.05752 0.87180 0.04612 0.93373

without a battery.
Table 6.2 illustrates the normalised root mean squared error (NRMSE) and

r-squared values in estimated yearly electricity costs and battery saving poten-
tials using low-resolution measured data and interpolated 5-minute data for the
households in the test set. For using 30-minute PV & load data as inputs, the
CSRGAN model is able to achieve the smallest errors in estimating electricity
costs and battery saving potentials under the tested flat and ToU tariffs. On the
other hand, in terms of adopting hourly PV & load data, the SRGAN approach
produces the smallest NRMSEs and the highest r-squared values in estimating
electricity costs and battery savings for all the evaluated scenarios. Both the
CSRGAN and SRGAN have much better performances than the measured low-
resolution data and the naive prediction approach. Compared to the baseline
approach of using hourly measured data, under the flat and the ToU tariffs,
the SRGAN model respectively leads to 41.2% and 44.7% error reductions in
estimating electricity costs, 42.9% and 41.7% error reductions in estimating
battery saving potentials. This indicates that these two models can potentially
address the inaccuracies in the estimated costs and savings caused by using low
granularity data in the power optimisation of PV battery systems.
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6.5 Summary
In this chapter, a SRGAN based model is proposed to synthetically interpolate
5-minute average PV and load power data from 30-minute and hourly data.
Evaluations on the developed model show that the SRGAN model can fully
capture the data probability distribution and temporal characteristics of the
measured 5-minute data, as shown in Figure 6.6 and Figure 6.7. The results
in Figure 6.10 and NRMSEs in daily totals also indicate that even though the
SRGAN model is trained using the Solar Analytics dataset, it achieves the same
level of performances on the SGSC dataset, which has a different time window
and geographical scope. Moreover, the results in Table 6.2 illustrate that the
SRGAN interpolated data can be applied to derive much better estimations
of electricity costs and battery saving potentials of PV battery systems, than
using low-resolution data or a naive forecasting approach. This indicates that
the proposed model can address the issue of limited proprietary high-resolution
data in modelling and optimisation of a PV-integrated battery system.
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Chapter 7

Conclusion

The lack of high-resolution proprietary load and PV data poses challenges on
modelling and optimisation of PV-battery systems.

This thesis addressed this problem by firstly conducting a sensitivity analysis
to investigate the impacts of various data granularities and battery efficiency
settings on the optimised costs of PV battery scheduling models. We concluded
5-minute temporal resolution is sufficient to compute results with a good level
of accuracy and set it as the targeted temporal resolution for the remaining part
of the thesis.

Moreover, this thesis developed a data extrapolation method using net meter
energy data clustering, which can convert a limited amount of input 5-minute
net/gross meter energy data to a whole year of energy data that still produces
accurate results in a battery size optimisation model.

Furthermore, a DCGAN based model was presented in this thesis to gen-
erate high-quality 5-minute synthetic residential PV and load power data from
random noises. The proposed model was also used in a battery size optimisation
model, which can estimate electricity costs and perform energy storage sizing
for new residential customers with no historical data.

Lastly, a SRGAN based approach was proposed in this thesis which can syn-
thetically interpolate 5-minute PV and load power data from lower granularity
(30-minute/hourly) PV and load power data. Statistically, the interpolated data
almost makes no difference to the measured data and it significantly reduces the
inaccuracies caused by using coarse data in a PV-battery optimisation model.

For future work, as only a RB and a LP model are included with a single
objective of minimising electricity costs in our temporal resolution sensitivity
analysis, it would be worthwhile to evaluate the impacts of temporal resolu-
tions in other optimisation models such as dynamic programming, quadratic
programming, mixed integer linear programming, evolutionary algorithms and
reinforcement learning. Other optimisation objectives such as reducing peak
demands, minimising battery degradation can also be considered for a more
detailed granularity sensitivity study. In terms of battery efficiency and SOC
tracking, there is a need to extract more input features for our existing model

116



or to develop more advanced non-linear models to improve efficiency and SOC
estimations in a PV battery optimisation model.

As only a single optimisation objective of maximising self-consumption is
used in Chapter 4, it would be interesting to see how well the data extrapola-
tion model based on net meter data clustering based could perform for other
optimisation goals such as battery degradation reduction, peak demand reduc-
tion or price arbitrage. The dataset used is from solar customers in Australia
so it would be worthwhile to apply the approach to a dataset with customers in
other countries to see how well this approach generalises in a different region.
The temporal resolution adopted in Chapter 4 is half-hour net meter energy
data. It could be interesting to explore what data granularity optimises the
trade-offs between computations and performances of our proposed model.

It would also be worthwhile to extend and validate the DCGAN model pro-
posed in Chapter 5 on different geographical scopes or commercial sites. More-
over, in Chapter 5, the considered temporal resolution is 5-minute data and the
sample profile horizon is 1 day. It will be interesting to see how feasible the
proposed DCGAN approach can be adjusted to generate power profiles with
different granularities and sample lengths or for a different renewable resource
such as wind generation. The adopted conditional DCGAN model only uses a
single sample label for training, although it is feasible to include multiple labels.
As in practice, more demographic and lifestyle information of a household could
be potentially obtained, it will be desirable to explore how multiple labels can
be incorporated during the data synthesis process.

Chapter 6 has explored providing additional information during the data
interpolation process, which turns the SRGAN model into a CRGAN approach.
The CSRGAN model results in superior performance for interpolating 30-minute
power data. However, it leads to more inaccuracies when interpolating hourly
data, especially for load data. Hence, it would be desirable for future work
to improve the CSRGAN model and explore other types of information that
could assist the interpolation process. It will also be worthwhile to evaluate the
proposed approach for interpolating power profiles of other types of renewable
generation (e.g. wind) or finer temporal resolutions (e.g. 1-minute), in order to
assess how well the SRGAN model generalises in time series that are different
to the datasets adopted in this work.
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