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Abstract

In recent years, Deep Neural Networks (DNNs) become an area of high interest due to

it’s ground-breaking results in many fields and applications. In many of these applications

however, the model’s runtime and memory cost of computing inference is more important

than the cost of training the model. Inference is computationally expensive, making them

difficult to deploy in constrained hardware environments. This has lead to an increasing

interest in recent years for model compression techniques for these models.

In this thesis, model compression techniques are presented for achieving efficient repres-

entations of DNNs for hardware acceleration. Firstly, pruning to achieve both unstructured

and structured sparse representations of low-precision DNNs is explored. This is done by

describing a training method for sparse binary/ternary network representations on the MNIST

and CIFAR10 datasets. Field Programmable Gate Array (FPGA) hardware is then used to

evaluate their advantages over state-of-the-art methods. Secondly, a quantization method is

introduced for training highly accurate binary and ternary networks with high computational

efficiency. These are evaluated on the ImageNet dataset with state-of-the-art results. A

hardware architecture is designed for this representation and its performance evaluated on an

FPGA. Lastly, a custom arithmetic is designed which utlizes FPGA-optimized multipliers.

Additionally, a training methodology is presented which is customized for DNN models to be

compatible with the multiplier.

Together, this work illustrates the effectiveness of hardware-software co-design of DNNs.

Training with quantization and pruning can result in highly computationally efficient inference

representations. Adjunctly, designing customized hardware helps in optimizing accuracy

and hardware efficiency. This is very useful for many real-world DNN applications where

hardware performance is paramount.
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CHAPTER 1

Introduction

Data has overtaken oil as the most valuable commodity in the world [9]. A majority of the

world’s most valuable companies have been successful due to their expertise in monetizing

information from data [25]. The ability to collect, analyze and make data-driven decisions

has now become crucial for governments, companies and research institutions to innovate

and increase productivity and efficiency [103]. In the current technological age, the quantity

of data has exploded as information becomes increasingly digitized [51]. When records and

other information are digitized, it provides an opportunity for applying machine learning

algorithms to turn raw data into knowledge [125]

Machine learning is a statistical learning algorithm whereby decision-making computer sys-

tems, without explicit programming, can be made. This is particularly useful for applications

whereby it is infeasible to explicitly program rules for a computer to act upon. A superior

machine learning algorithm for many applications are Deep Neural Networks (DNNs). Hav-

ing access to large amounts of data can be very effective at training high performing DNNs,

especially for complex datasets.

Achieving both high accuracy and high performance is ideal for all DNN applications.

However, particularly in resource-constrained environments, achieving both of these becomes

difficult. For some applications, high accuracy is more important and low performance is

sufficient, and vice versa. For example, using DNNs for life-critical decision making, such

as diagnosing certain diseases through medical imaging, requires high accuracy whereas

extreme speed of the decision is likely to be not as important. On the other hand, using DNNs

for targeted advertisements on social media would require fast decisions, however the most
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optimal output is not critical. Thus, using different compression techniques is useful to meet

the requirements of the application at hand.

Software implementations of DNNs typically use 32 bits of precision to represent floating

point numbers on general purpose hardware such as CPUs and GPUs. However, it is now

known that less precision can be used for training and inference [111, 79, 84]. This poses ad-

vantages for specialized hardware units such as application-specific integrated circuits (ASICs)

and field programmable gate arrays (FPGAs), because the arithmetic can be customized for

any bitwidth, which reduces computational and memory complexity. For low-precision, such

as 1-8 bits, specialized hardware platforms can yield much higher computational performance.

For inference computation, it has been shown that only 1 and 2 bits of precision for weights

and activations can be sufficient to achieve floating point accuracy [136]. In these cases,

networks are represented by binary and ternary values. These are known as bitwise networks

because Multiply and Accumulate operations (MACs) are replaced by bit operations. As

the number of commercial applications of DNNs has increased in recent years, the ability to

design fast, low-power hardware has become very significant. For DNN applications which do

not require personalization, once a model is trained it can be deployed to compute inference,

without the need for updating the model. This can be useful for implementing DNNs on

embedded platforms and mobile platforms where hardware resources are restricted.

When deploying DNNs on embedded platforms and other resource-constrained hardware

environments, their size and computational complexity significantly impacts hardware per-

formance. Many of the state-of-the-art networks consist of millions/billions of operations

to compute inference per image and consume large amounts of storage, making them in-

creasingly difficult to deploy on embedded platforms. For example, EfficientNet-B7 [112]

achieves state-of-art-results on the ImageNet challenge which requires 66 million parameters

for storage and 37 billion operations to compute inference per image.
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1.1 Aims and Contributions

The aim of this thesis is to develop DNN training techniques which produce high accuracy

and result in network representations which are amenable to custom hardware implementa-

tions. Furthermore, this thesis aims to explore different degrees of freedom to improve the

accuracy-performance trade-off of DNNs. The goal is to push the envelope in achieving

different accuracy-performance trade-offs, particularly on embedded platforms, making these

techniques relevant to applications which both place a higher importance on accuracy and/or

performance.

For embedded platforms, the best performance achievable from quantization is through

bitwise networks. The first contribution of this thesis explores how to utilize sparsity to

enhance performance beyond this limitation, enabling implementations on smaller devices.

Novel training techniques are introduced which maintain accuracy whilst introducing high

sparsity. The drawback with the above method is the requirement for additional hardware,

making it only compatible for particular hardware architectures. As such, the next main

contribution is to introduce sparsity in a way that doesn’t require additional hardware. This

improves performance further and makes it compatible with many already existing DNN

hardware implementations. However, the absolute accuracy from both these methods is

limited. Hence, rather than introduce sparsity to a bitwise network, their large information

loss is overcome by introducing additional ordered scaling factors. Ordering the scaling

factors allows us to achieve higher accuracy, whilst preserving the hardware simplicity of the

representation. This maintains the network’s applicability to embedded devices. The final

contribution is to take accuracy improvement one step further by increasing the precision

of the network with minimal impact on hardware usage. This is achieved by developing a

family of novel arithmetic multipliers which utilizes specialized adders which require low

resource consumption, and a corresponding method to train networks to use these resources.

This provides an improvement in the accuracy-performance tradeoff against conventional

methods of increasing precision.
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FIGURE 1.1. The accuracy-performance tradeoff of each of the methods
explored in this thesis.

Figure 1.1 presents a visualisation of these contributions in terms of accuracy and performance.

In Chapter 3 & 4 bitwise networks are used which lack accuracy, however can generally

achieve higher performance than the networks with higher precision used in Chapters 5 & 6.

In all the methods, an improvement in the accuracy-performance trade-off is demonstrated

over standard bitwise networks and also recent state-of-the-art related work. The methods

and contributions of each Chapter are now discussed in greater detail:

The technique to maintain accuracy of bitwise networks whilst introducing sparsity is de-

scribed in Chapter 3. The aim is to use sparsity to improve the performance of hardware

implementations of bitwise networks on image classification tasks. This involves pruning

weight parameters, meaning many of the operations can be ignored. The challenge with

this method is the potential for information loss causing accuracy degradation. Thus, an

informative method is required to determine which weights are less important than others.

Previous methods sparsify or quantize a network at different stages of training [42]. However,

in this method, the quantization function is used to sparsify the network and include a cost
4



function with L2 regularization to enhance sparsity. Additionally, sensitivity information from

the solution found by training is used to distinguish how aggressively each layer is pruned.

The main contribution is the ability to train bitwise networks with equivalent accuracy but

significantly higher sparsity than previous work. Using lossless compression algorithms, this

can save memory and lead to an improvement in throughput when a hardware decompressor

is instantiated. This is demonstrated by evaluating the performance of the networks via a

hardware cost model targeting FPGA platforms.

To make a sparse representation which is amenable to DNN hardware implementations, in

Chapter 4 groups of weights are set to zero, whereby the groups constitute convolutional

kernels. This effectively removes the kernel as it’s whole computation can be ignored and

hence improves performance significantly for various hardware platforms. With this method,

typically less weight parameters can be pruned in total with respect to techniques used in

Chapter 3. However, both the amount of sparsity and the target hardware is considered,

allowing performance improvements. The main contribution is a kernel sparsity method for

customizing bitwise DNNs to common FPGA dataflows. Unlike traditional kernel sparsity

methods which follow sensitivity metrics to determine the amount to prune in each layer,

layers are chosen based on their hardware costs. Which kernels are most important in that layer

are then deciphered based on the total quantization error of each kernel. The representations

are evaluated via an FPGA implementation. Using this technique, accuracy is maintained

whilst significantly improving throughput. The networks are evaluated on the AlexNet [61]

network using the ImageNet dataset [106].

To improve the accuracy of the networks, in Chapter 5, the aim is to develop a quantization

function which learns efficiently and preserves the simplicity of the bitwise representations.

The issue with bitwise networks is there is large information loss as weights are quantized to

1-2 bits. The main contribution is the introduction of fine-grained learnable scaling factors

to recover this loss, which maintain data regularity, making them amenable to hardware

implementations. The technique is evaluated across a range of benchmark networks, including

AlexNet, ResNet [48] and VGG [109] on the ImageNet dataset, achieving state-of-the-art

results for various precision. To demonstrate the performance benefits, a hardware design is
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then presented for custom hardware platforms which can exploit this representation. Lastly,

this design is evaluated via a resource exploration on an FPGA which demonstrates very

minimal hardware cost implications.

Finally, the aim is to investigate networks with higher precision to achieve higher accuracy,

whilst attempting to maintain high performance. Given the same arithmetic method, the issue

with increasing precision is that it typically increases the hardware cost. Thus, in Chapter 6,

a custom arithmetic is derived which is suited to a particular low-level FPGA architecture

which minimizes this cost. Digital multipliers are firstly designed which fit tightly into its

slices to reduce area consumption. A customized training methodology is then described

targeting these multipliers which are restricted by their input coefficient sets. This uses a

distribution matching technique and a single learnable scaling factor. A network with this

representation is then trained to make it compatible with the multiplier and evaluate these

results on AlexNet and ResNet on the ImageNet dataset. Finally, an FPGA implementation of

the work is provided and results are compared for accuracy and resource consumption against

methods using conventional digital arithmetic. This benefits of this type of arithmetic are

demonstrated over traditional fixed-point arithmetic.

Through the various techniques in all the Chapters, the following contributions are presented:

• The first training technique for sparse DNNs which minimizes hardware costs as

part of the objective function [28].

• The first filter pruning training technique tailored to low-precision DNNs [29].

• A novel resource-aware training method for customizing low precision DNNs to

underlying FPGA dataflow architectures [29].

• A novel quantization technique for improving the ability of convolutional weights

to learn low-precision representations whilst maintaining hardware efficiency. This

improved upon previous state-of-the-art networks for Top-1 ImageNet classification

for binarized neural networks by 2-8% [30].

• A hardware architecture to exploit the resulting representation of this quantization

technique [30].

• An open source tensorflow implementation of this quantization technique [30].
6



• A novel arithmetic for computing DNN inference which is tailored to the FPGA

fabric. This significantly reduces resource requirements over conventional arith-

metic [27].

1.2 Thesis Structure

A background of concepts discussed and terminology used throughout this thesis is provided

in Chapter 2. The chapter begins with an overview of Deep Learning and the types of Deep

Learning models used throughout the thesis. Then detail of how these networks are trained is

given, using a simple neural network example. Following this, popular data representations are

introduced for digital arithmetic. Quantization is then discussed, including explicit definitions

for bitwise networks. After this, common methods of learning such representations are

discussed during training. Finally, specialized hardware is introduced and more specifically,

FPGAs and why FPGAs are used to evaluate most of this work. Lastly, the applications

the methods are evaluated on are described and details are given of the specific benchmark

datasets used throughout the thesis.

In Chapter 3, methodologies for inducing sparsity during training by pruning individual

weight parameters are explored. Details of the quantization functions, cost function, pruning

techniques and compression methods are described. Furthermore, a training algorithm is

discussed in detail. This training process is evaluated on several benchmark datasets and

networks. Finally, a hardware cost model for these networks is designed and evaluated.

Next, in Chapter 4, derivations for bitwise networks are re-introduced which are related to

this Chapter. Background information is then provided regarding common DNN acceleration

methods on various hardware platforms such as CPUs, GPUs and FPGAs. Following this, the

layer selection and kernel filter selection methods are described. A training algorithm is then

provided for achieving the desired representations. This training method is then evaluated on

both Image Classification and Object Detection tasks and accuracies are reported for various

sparsities. Finally, the hardware performance is evaluated via an FPGA implementation.
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In Chapter 5, the quantization functions are described, which are used for this technique. This

includes the learnable scaling factors. The granularity of the scaling factors is then explored

and how they are arranged within each layer’s weight matrix. Functions for initializing the

network and also quantizing the activations are presented. Following this, an algorithm to train

for the desired representations is shown. The method is evaluated on an Image Classification

task for various benchmark networks and for various precision. The computational complexity

of this method is explored against previous state-of-the-art methods. Finally, the hardware

design is illustrated and the performance via hardware simulations is evaluated targeting an

FPGA platform.

Furthermore, in Chapter 6, the required background for small softcore multipliers is firstly

introduced. Next, reconfigurable constant coefficient multipliers (RCCMs) are explained

using examples and illustrations. How each multiplier fits tightly into the FPGA architecture

is then discussed, before displaying the exact RCCMs used in this work. A training algorithm

is described with details of the quantization function for weights and activations. A hardware

accelerator system design is then presented with a detailed description of the experimental

setup. The hardware is then evaluated for resource usage, power consumption and frequency.

Accuracy of the networks are also evaluated on Image Classification.

In the final chapter, the contributions of the thesis are summarized and possible avenues for

future research is discussed.

Mathematical notation is introduced in the background chapter of this thesis. In the subsequent

chapters, some of the equations are reused and symbols are redefined. The symbols relating

to one chapter are only meaningful to that particular chapter.
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CHAPTER 2

Background

In this chapter, we introduce background ideas and terminology spanning across Deep

Learning, numerical precision and computer architecture which are relevant to this thesis.

Firstly, we describe what DL is, how their models are designed, trained and their computational

requirements. We then describe some common numerical data representations found in

computers. Following this, we discuss compression methods such as quantization and pruning

for DNNs and how these are used to reduce their computational load in hardware. We then

outline the application areas targeted throughout this thesis. Finally, we provide a background

on hardware implementations of DNNs and in particular for FPGAs.

2.1 Deep Neural Networks

Deep Learning is the sub-field of Machine Learning concerned with the application of

biologically-inspired models to perform an AI function such as detecting/classifying objects

and recognizing/translating speech [71, 141]. These models are typically known as Deep

Neural Networks (DNNs). DNNs are typically composed of many intermediate computations,

known as layers, whereby higher level features are progressively extracted from the raw

input [111]. The length of the chain of layers gives us the depth of the model. The term

"deep" in DNNs, is generally concerned with networks consisting of many layers. DNNs

can perform tasks effectively, particularly in learning complex mappings from large amounts

of exemplar data. DNNs currently are the best approach for many previously intractable

problems such as image classification, object detection, and machine translation. In this thesis,
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we are concerned with making implementations of DL models which can be executed with

improved speed, power and accuracy.

A DNN can perform classification of an input x ∈ Rn to category y ∈ Rz, where n and z are

the dimensionality of the input and output arrays/vectors, respectively. A DNN finds some

mathematical function y = f(x; θ), where θ is the set of learnt parameters found during the

training phase. These parameters are typically known as weight and bias parameters. The

goal of the DNN is to find the function which produces predictions y which most accurately

match the target outputs ŷ. In supervised learning (which is what we are concerned with in

this thesis), each input x is accompanied by a target output ŷ. During the training phase, we

update the learnt parameters to minimize an error function, which is a function of both y and

ŷ. Feedforward networks compute y by passing the input x through layers, which are used to

form the structure of f .

In the testing phase, unseen data is fed into the model and the performance is evaluated based

on its ability produce a desired output based on input data [7]. The difference between the

error on the training data (the training error) versus the error on the test data is referred to as

the generalization error. Having two solutions which fit the training data equally, the repres-

entation which reduces the generalization error will be preferred as the final solution. This is

because it will perform better on unseen test data. This is the idea of regularization. Regular-

ization is the idea of adding a preference for certain representations of functions over others,

without changing the hypothesis space size of potential functions of the model [96]. Generally,

regularization methods are used to reduce the generalization error but not necessarily the

training error.

In this thesis, we focus on the implementation of feedforward networks, mainly in the form

of Convolutional Neural Networks (CNNs). However, many of our techniques could also

be applied to recurrent neural networks. Additionally, we use compression methods which

add preferences for certain representations, similar to regularization. However, we use these

methods to choose representations which optimize an accuracy-hardware tradeoff.
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2.1.1 Inference

The structure of a DNN approach is a repeated application of a simple nonlinear function

g(x) at each layer l. This is typically a sigmoid function, relu function, hyperbolic tangent

function, etc. Each layer of a DNN computes dot products between weight parameters and its

input values. The input layer represents the input vector of information x and the output layer

is the last layer which produces an output vector o. All layers in between are called hidden

layers because the training data does not show the desired output for these layers. The desired

output is only shown at the output layer [37]. By adding layers or units per layer, we can

represent functions of increasing complexity.

The most classic form of DNNs are multi-layer perceptrons [124]. These consist of full-

connected layers whereby each neuron in a hidden unit is connected to every input. Suppose a

network has L layers with 1 and L being the input and output layers, respectively. Also, layer

l for l = 1, 2, 3, ..., L has n̂l neurons, so that n̂1 is the dimension of the input data and n̂L is

the dimension of the output data. Then, from the input layer to the output layer, the network

maps from Rn̂1 → Rn̂L . The weight matrix at layer l follows W[l] ∈ Rnl×nl−1 . Each weight

parameter is then denoted as w[l]
ij , which is the weight at neuron i that layer l applies to the

output from neuron j at layer l − 1. Each bias parameter b[l]
i used by neuron i at layer l are

described by the vector of biases b[l] ∈ Rnl . Each neuron i in the hidden layer l, h[l]
i , can be

described by output vector of the hidden layer as:

h[l] = g(W[l]h[l−1] + b[l]) ∈ Rnl , for l = 1, 2, 3, ..., L (2.1)

where g is an element-wise nonlinear activation function. The input to the network is

h[1] = x[1] ∈ Rn1 and the output of the network is o = h[L] ∈ RnL . This computation is

repeated throughout the network, therefore overall model complexity is dependant on its

structure.

The number of columns in W equals the size of the input vector x and the number of rows

equals the size of vectors b and h. Thus, the output of each neuron i in the hidden layer l, is
11



FIGURE 2.1. An example of a basic Neural Network architecture, consisting
of an input layer, one hidden layer and an output layer.

computed as:

h[l]
i = g(

∑
j

w[l]
ijh

[l−1]
j + b[l]

i ), (2.2)

where the sum runs over all values in x [53]. For example, consider a simple Neural Network

with two input components, one layer of three hidden neurons and two output components

as described in Figure 2.1 (Note: biases are not shown in this Figure). The output from the

second layer, the hidden layer, has the form:

h[2] = g(W[2]x + b[2]) ∈ R2 (2.3)

where W[2] ∈ R3×2, x ∈ R2 and b[2] ∈ R2. The third layer, the output layer, then has the form:

o = h[3] = g(W[3]g(W[2]x + b[2]) + b[3]) ∈ R2 (2.4)
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This expression in Equation 2.4 defines a function o : R2 → R2 in terms of all its weight and

bias parameters for all layers. This completes the forward pass for the inference phase. Based

on our resulting outputs we can infer something based on the input. When we want to train

the network by learning optimal weight parameters, we then include the backward pass as

discussed in the following section.

2.1.2 Training

The non-linearity from the activation functions in DNNs causes the error function to become

non-convex [37]. Thus, training DNNs is a non-convex optimization problem. It is an

iterative process whereby gradient-based optimizers are used to minimize the error function

E(x). We refer to E(x) as the objective function, cost function, loss function or error function

interchangeably throughout this thesis. In training, the aim is to compute the partial derivatives

of the error function with respect to w[l]
ij & b[l]

i . To derive these, it is worthwhile to introduce

further variables:

z[l] = W[l]h[l−1] + b[l] ∈ Rn (2.5)

Given we have training data consisting of m training batches of examples, we can describe

the error function E as:

E(W, b) =
1

m

m∑
i=1

ei(W, b) (2.6)

where e is an error function such as mean-squared error, cross-entropy, etc. The iterative

method of training a DNN is most commonly done via the backpropagation algorithm and

stochastic gradient descent (SGD) [105]. As discussed in Section 2.1.1, training involves a

forward path, which feeds in an input to the network and infers the output. There’s also a

backward path to calculate gradients and update its parameters. SGD is the iterative algorithm

which updates the parameters of the model via a gradient of the error function with respect to

the parameters. This intends to descend the error function. Thus, at each training iteration, the

parameter update aims to move the network function towards a more optimal solution. For

this iteration the SGD will typically select a random batch from the training set, corresponding

to a function ê ∈ {e1, e2, ..., em}. For example, weight parameters Wt+1 are updated with the
13



following:

Wt+1 = Wt − η
∂ê

∂Wt

(2.7)

where η represents the learning rate. Computing the forward path, followed by backpropaga-

tion and a weight update constitutes one training iteration. The term ∂ê
∂Wt

is the partial

derivative of ê with respect to Wt or alternatively it is known as the weight gradient. It tells us

how much a change in Wt affects the total error, E. This is calculated using the chain rule for

partial derivatives. Similar update equations can be made for the biases. The back propagated

loss at each layer is the activation gradient δ[l]. Thus to calcualate the activation gradient and

the weight updates, we use:

δ[l−1] =
∂z

∂h[l−1]
∂g

∂z
∂δ[l]

∂g
(2.8)

∂ê

∂W
=

∂z
∂W

∂g

∂z
∂δ[l]

∂g
(2.9)

We recall from Equation 2.4 that the network output is calculated by computing each layer in

order during the forward pass. After doing this, we can compute the error function and calcu-

late the activation and weight gradients by finding the partial derivatives via backpropagation.

2.1.3 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are a type of DNN that use a convolution operation in

at least one of their layers [70]. The convolution is a linear operation that process input tensors

(multidimensional arrays) of (a, p, I) dimensions in a translationally invariant manner [72].

Typically, a and p are spatial dimensions (width and height) and I is the number of channels,

also known as Input Feature Maps (IFMs). Processing operations such as convolution, pooling

and activation functions are applied in a series of layers in the forward path, each of which

transforms the input tensors from dimension (a, p, I) → (a′, p′, N). A convolutional layer

produces N output channels, also known as Output Feature Maps (OFMs). Each of the OFMs

is formed through a convolution of the input tensor with a K [l] ×K [l] convolutional kernel

filter, where typically K [l], K [l] � a, p so it operates on local input regions. For a given

convolutional layer, there are K [l] ×K [l] × I [l] ×N [l] weights.
14



The output of convolutional layer l, takes as input S[l] images of spatial dimensions a[l] and

p[l] and I [l] is the number of neurons. The pixel h[l]I,a,p at location (a, p) for the Ith neuron is

calculated as

h
[l]
a′,p′,N = g(

S[l]∑
s=0

K[l]∑
j=0

K[l]∑
k=0

w
[l]
N,s,j,k · h

[l−1]
I,a+j,p+k) , (2.10)

Thus, kernel filters are applied to all pixels of the IFMs, with the result passed into g to

compute OFMs. The OFMs then become the IFMs for the next layer. The IFMs to the

first layer are from the raw input data, such as the RGB components of an image. For each

fully-connected layer, all pixels of the IFMs are multiplied by weights to generate each pixel

of the OFM. The element-wise activation function is then once again applied to produce the

OFMs.

A 2-dimensional (2D) convolutional layer can be described as matrix multiplication, followed

by the elementwise activation function. Convolutional layers form the bottleneck for CNN

implementations and this tensor form allows efficient matrix-multiplication libraries to be

applied.

Pooling layers are downsamplers of 2D images. Max pooling layers provide a spatial

maximum function which divides an input image into small sub-tiles of a given window size

and then replaces these with the maximum value in the sub-tile. An average pooling layer is

similar, however it finds the average in the sub-tile rather than the maximum.

In Chapters 3, 4, 5 & 6, we use CNNs for image classification and object detection to evaluate

our training methods. We also explore various data representations of these models and

analyze their respective hardware performances.

2.2 Data Representations

On digital computers, performing operations on different data representations requires differ-

ent arithmetic. In this section, we describe the two most common types of numerical data

representations on digital computers, fixed-point (FX) and floating-point (FP).
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2.2.1 Floating-point

The most common form of digital arithmetic in modern day CPUs and GPUs is floating point

(FP) [36]. Most commonly these are of the form 32-bits for single-precision and 64-bits for

double-precision. The IEEE-754 binary floating point format [57] represents real numbers x

by a subset in normal form as:

x̂ = (−1)sx(1 +mx)2
ex (2.11)

where sx ∈ {0, 1} is the sign bit, ex is an integer representing the exponent of x̂ and mx is the

mantissa of x̂. Thus a floating point number format can be described as a (sx, ex,mx) tuple.

In binary form the representation is (bs, be1, b
e
2, ..., b

e
Bex

, bm1 , b
m
2 ..., b

m
Bmx

) ∈ {0, 1}B, with Bex

and Bmx being the number of exponent and mantissa bits, respectively. The infinite set of real

numbers R is represented in a computer with B = 1 + Bex + Bmx bits. The real numbers

representable in FP format are known as exact values, F ⊂ R. Real numbers which aren’t

representable, known as inexact values I , are approximated in floating point by their nearest

exact value.

The main advantage of FP over fixed point is that it has a higher dynamic range. The main

drawback however, is that it is less precise and its hardware implementation consumes more

area than a fixed point representation with an equivalent bitwidth.

2.2.2 Fixed-point

Exploiting reduced numerical precision for data representation has been very promising for

high performance DL implementations. In particular, low-precision neural networks reduce

both memory and computational requirements whilst achieving accuracies comparable to

floating point [40]. Low-precision representations typically are of the FX format as it provides

hardware advantages over FP.

In computer arithmetic, a FX number data representation is able to represent fractional

numbers with a fixed number of digits. A set of integers is represented by a fixed number of

digits. In contrast, FX is the extension of this which represents a set of rational real numbers
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FIGURE 2.2. A two’s complement fixed-point number representation

by a fixed number of digits [52]. FX representations can either be signed or unsigned. There

are three components to a FX representation: The signed component, the integer component

and the fractional component. As shown in Figure 2.2, the total number of bits, B for a signed

FX representation is B = 1+BIBW +BFBW where IWL is the integer bitwidth and FBW is

the fractional bitwidth. With this representation, the range of the number is [−2IBW , 2IBW ),

with a step size of 2FBW . Such number formats can be described as a (B, IBW,FBW )

whereby the signed-bit is implicit. For example, (4, 0, 3) represents one sign-bit, no integer

bits and 3 fractional bits.

The range and step size of an FX number can be increased or decreased via a scaling factor.

Thus, for an FX number with scaling factor α, the range becomes [α×−2IBW , α× 2IBW )

and the step size becomes α× 2FBW . The scaling factor is usually a power of 10 for human

convenience or a power of 2 for computational efficiency (as then it can be implemented via

bit shifts). To add or subtract two FX numbers with scaling factors α and R, if α and R are

the same, then it is sufficient to add/subtract the FX numbers and then keep the common

scaling factor. If the scaling factors are different however, one of the FX numbers must be

scaled so that the scaling factors match before addition/subtraction is executed. Thus, to make

the scaling factor R match α, we multiply the FX integer by α
R

. For multiplication, we can

multiply the scaling factors and FX numbers separately. Thus, having common scaling factors

amongst numbers can improve computational efficiency as it lowers the number of required

multiplications. This is the premise for the representation designed in Chapter 5.
17



2.3 Quantization Network Training

In this section, we introduce the notion of quantization of neural networks (QNNs). We

then discuss bitwise neural networks which are able to replace operations such as multiplies

and additions with simple additions/subtractions. These include both binary and ternary

representations for weights and/or activations. Following this, we discuss common training

methods for learning such networks effectively.

2.3.1 Quantization

Quantization is the process of mapping input values from a large set of possible values to

output values in a smaller set [38]. This is typically done via truncation and rounding. We

define the possible values for the output as the codebook. If these values are evenly spaced

apart, then the quantization is regarded as uniform quantization. If they are uneven, the

quantization is regarded as non-uniform. For example, rounding a real number x ∈ R to an

integer value is a form of uniform quantization. This is done via a quantization function,

quantize, as per the following in Equation 2.12:

quantize(x) = γ ×
⌊
x

γ
+

1

2

⌋
(2.12)

where γ is the step size or distance between between two neighbouring values in the desired

codebook. bc is the floor function. In this thesis, we explore various forms of quantization for

DNNs. In Chapters 3 & 5 we use uniform quantization and in Chapter 6 we use non-uniform

quantization.

The quantization function can either be stochastic or deterministic. Stochastic quantization

uses probabilistic calculations by sampling a random variable to determine the quantization

state [17]. In deterministic quantization however, the quantization state is fully determined

from the value being quantized. For example, Equation 2.12 is an example of deterministic

quantization. We can quantize x to an integer stochastically using a random variable β via the
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following:

quantize(x) = γ ×
⌊
x

γ
+ β

⌋
(2.13)

In this case, β = 0, 1 and its value can be determined via sampling from a uniform distribution,

i.e. β = round(U (0, 1)). In this thesis, we focus on deterministic forms of quantization due

to the hardware simplicity over stochastic forms of quantization.

2.3.2 Network Quantization

For QNNs, quantization can be performed as a post-training step [94, 138, 93, 13, 140]. Al-

ternatively, it can be performed during each training iteration [129, 142, 145]. In this instance,

the resulting quantized representation after training is used for hardware implementation. In

this thesis, the latter methodology which uses quantization during training is the focus. All

the networks in this thesis use some form of quantized representation for hardware evaluation.

For quantizing DNNs into lower precisions, the distribution of full precision weights for each

layer W[l] are approximated by a function quantize, resulting in a quantized weight matrix

Ql:

Q[l] = quantize(W[l]) (2.14)

for w[l]
ij ∈ R and q[l]

ij ∈ C. The codebook C =
{
c1, c2, ..., cr

}
is a set of all possible values

for q[l]
ij where ci ∈ R and i ∈ R+ represent each codebook value and index respectively.

q[l]
ij represents each element in the quantized weight matrix Q[l]. The codebook values and

size is dependant on the data representation used and the bitwidth, respectively. Such data

representations can be FX, FP or binary/ternary. In this thesis, we refer to network weight

representations with FX or binary/ternary as low-precision networks. However, we also

refer to binary/ternary networks explicitly as bitwise networks. Typically, the smaller the

codebook, the harder the network will be to train as the information loss from quantization is

larger. Hence we must alter standard training algorithms to ensure efficient learning. In many

instances, to enable further hardware advantages, the output of the activations h[l] are also
19



quantized.

G[l] = A(h[l]) (2.15)

In this way, the inputs to the next layer are also quantized values, represented by G[l] ∈ CA.

A represents the quantization function used for the activations. Both quantization of weights

and activations are explored throughout this thesis.

2.3.3 Bitwise Networks

Optimizations via compression, quantization and neural network layer explorations have been

utilized to reduce complexity and boost performance, e.g. [42, 54]. In particular, quantizing

inference networks to very low precision, such as constraining weight representations to

binary or ternary values, both reduces memory requirements and enables multiplications to

be replaced with the bitwise exclusive NOR operation [15, 116]. This translates to massive

reductions in storage requirements and spatial complexity in hardware [115]. Additionally,

large power savings and speed gains are achieved when networks can fit in on-chip memory.

2.3.3.1 Binarized Neural Networks

Binarized Neural Networks (BNNs) restrict their weight spaces to have a codebook C ={
− 1,+1

}
[17]. To binarize a weight matrix deterministically, we use the element-wise sign

function as follows:

Q[l] = sign(W[l]) (2.16)

with,

sign(x) =

 1 if |x| ≥ 0

-1 if x < 0
(2.17)

This is the most extreme form of quantization as their are only two possible values, both of

which can be represented via 1-bit in hardware. The addition of scaling factors can be useful

in recovering the dynamic range of the network without imposing hardware costs. In the most
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simplest form, one scaling factor α can be included per layer. In this case, the codebook for a

particular layer becomes C =
{
− α,+α

}
. Another, way to add representational capacity

to the network is to ternarize the network by adding 0 to C, however this requires a higher

computational cost.

2.3.3.2 Ternary Neural Networks

Ternary Neural Networks (TNNs) restrict their weight spaces to be C =
{
− 1, 0,+1

}
[73].

To ternarize a each element in a weight matrix deterministically, we use:

q[l]
ij =


1 if w[l]

ij > η

0 if −η ≤ w[l]
ij ≤ η

−1 if w[l]
ij < −η

(2.18)

where the quantization threshold, η is a hyperparameter, which can be tuned by the user. By

including zero into the codebook, sparsity is naturally introduced into the representation. As

similarly discussed in 2.3.3.1, the addition of a scaling factor per layer for TNNs will result in

a layer’s codebook to be C =
{
− α, 0,+α

}
.

2.3.4 Straight Through Estimator Learning

As mention in Section 2.1.2, DNN training is an iterative process which has a feedforward path

to compute the output and a backpropagation path for learning, which involves calculating

gradients and update the network weights. Training of low-precision networks typically

involves maintaining a set of single precision floating point weights W[l] which are quantized

to a representation Q[l] prior to inference, e.g. [15]. The issue is that a large reduction in

precision, leads to large information loss which incurs significant accuracy degradation,

especially for complex datasets such as ImageNet [106]. Ideally, we can train networks which

have both high prediction capabilities and minimal computational complexity.

During training, heavily quantized functions commonly get trapped in poor local minima,

causing accuracy degradation. This becomes problematic especially for BNNs where this

effect is greatest. As the quantization functions employed are piecewise and constant, the
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FIGURE 2.3. A simple one layer CNN training flow diagram. This shows
the difference of how different network layers are related to each other for
(a) conventional learning and (b) STE learning with quantized weights and
activations

gradients of quantized weights are calculated and applied to update their corresponding

full-precision weights [8]. In this way, information from small updates won’t be totally

lost from the discretization. The quantization neural network training used in this thesis

uses the straight through estimator (STE) approach as described in [8]. The STE has been

successful as a surrogate for the derivative of a non-differentiable function [56]. This approach

allows the non-differentiable function defined in the forward path to use a non-zero surrogate

derivative function in the backward path gradient calculations. Thus, an error function E used
22



FIGURE 2.4. Convolutional Layer Connectivity and Pruning

to calculate the loss during training (also known as training loss), we then allow:

∂E

∂Q[l]
=

∂E

∂W[l]
(2.19)

The quantized weights Q[l] are used for inference in the forward path and the floating point

weights W[l] are updated in the backward path. This is shown in Figure 5.2, where we illustrate

how different network operations are related to each other for STE training in contrast to

conventional full-precision training. In Figure 5.2 (a), we see that the real-valued weights

and activation outputs are used with the loss to update the real-valued weights. However in

Figure 5.2 (b), the quantized weights and activations are used with the loss to update the

real-valued weights.

2.4 Pruning

While quantization methods reduce the number of bits for weights and arithmetic operations,

pruning methods [4] reduce the total number of weights that must be stored and arithmetic

operations that must be performed. For some CNNs, weight pruning allows tensors, which

previously required off-chip memories for storage to be eliminated. For FPGAs and ASIC

implementations, this enables significant improvements in speed and power.
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There are two broad categories of CNN pruning methods: fine-grained pruning and filter

pruning. Fine-grained pruning methods modify a trained network by setting the least im-

portant set of weights to zero. Weights are considered important if their removal results in

accuracy degradation. The issue with this simple approach is that it introduces a sparse matrix

representation which incurs overheads due to irregular data access patterns. Filter pruning

overcomes this problem by choosing the least important filter/s to keep and pruning out both

those filters and their corresponding OFM. This is demonstrated in green in Figure 3.1 and

allows the network to maintain the dense matrix format. However, while filter pruning reduces

the total number of operations, on hardware designs, it is typically the feature map memory or

available resources for processing elements that limits performance. In this work, choosing to

prune filters according to these limitations is focused on. It has also been shown that network

pruning and quantization are orthogonal and can be applied iteratively together for further

redundancies [45], [42].

This has lead to weight pruning methods for low precision networks for applications includ-

ing compressing binarized neural networks [4], as well as techniques to utilizing sparsity

information obtained during training to compress ternary neural networks [28]. Subsequent

research has compared varying pruning granularities, highlighting that coarser-grained meth-

ods can offer higher memory savings for a given accuracy at the same time as avoiding the

costs associated with random sparse matrix representations whereby the nonzero values are

randomly situated [81].

2.4.1 Quantization and Pruning for Efficient Hardware Designs

Various research studies have explored how to take advantage of these quantization methods

in order to create FPGA-based CNN accelerators with high throughput and low power [90],

[139], [98], [118]. A Framework For Fast, Scalable Binarized Neural Network (FINN) [117],

demonstrated the advantages of fitting models in on-chip memory. The methods introduced in

this work could be applied to improve the performances of many of these implementations for

minimal or no accuracy loss. Similarly, there have been efforts to take advantage of pruning
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for hardware implementations. This includes pruning to improve performance and efficiency

of FPGA architectures for LSTM-based Recurrent Neural Networks [44].

Finally, there has also been some research into tailoring the pruning methodology to hardware.

Pruning weights which contribute to the highest data movements and hence power consump-

tion were prioritized in [130]. This demonstrated improvements in energy consumption over

traditional techniques. However, the energy estimates in this work were based upon models

estimating energy consumption as a function of the number of multiply-accumulate operations

and the number of memory accesses required, as opposed to real hardware. Customizing dif-

ferent pruning methodologies to micro-controllers, CPUs and GPUs was proposed in Scalpel

[133]. Optimal filter pruning for highly parallel GPU hardware is achieved by removing the

largest number of filters. In this work, a different pruning strategy is implemented which

focuses on customizing the pruning process for FPGA architectures. FPGAs pose unique

considerations over other hardware platforms as the amount of layer unrolling is set by the

designer and resources can be arbitrarily allocated. In addition, since the highest performance

implementations store intermediate FMs in on-chip BRAM, only considering the model-size

is misleading to the overall hardware savings from pruning.

2.5 Applications

In this section, we provide details of the target applications on which our proposed method-

ologies are evaluated on. We introduce the datasets used for experimentation in this thesis,

which are all freely available online.

2.5.1 Image Classification

Image classification is the task of classifying a digital image or video into a category/class.

For a given task, there are n potential classes that an image can be classified to. When wanting

to classify thousands or millions of images, it becomes a very tedious task for a human to

complete. Thus, with the aid of DNNs, we can rely on computers to complete the task much

faster. An illustration of image classification using DNNs is presented in Figure 2.5. In this
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FIGURE 2.5. Image Classification Using Neural Networks

example, we feed an image into our DNN algorithm and determine that it belongs to the car

category. Some of the common image classification benchmark datasets used throughout

computer vision research are discussed below.

MNIST: The MNIST dataset [69] is a large dataset consisting of handwritten digits that is

commonly used for training various machine learning systems. It consists of 60,000 training

images and 10,000 testing images. The images are 28×28 resolution with grey-scale colour.

There are 10 different categories which consist of the numbers 0-9.

CIFAR10: The CIFAR10 dataset [59] is benchmark dataset consisting of 50,000 training and

10,000 test images. The images are square 32×32 in Red-Green-Blue (RGB) colour format

with 10 different categories. These categories are: airplane, automobile, bird, cat, deer, dog,

frog, horse, ship and truck. This dataset is widely used to benchmark image classification

techniques.

ImageNet: The ImageNet dataset [62] is another benchmark dataset used in computer vision

machine learning applications. It consists of over 15 million labelled high resolution images

and 22,000 categories. ILSVRC uses a subset of ImageNet which has roughly 1000 images

for 1000 categories. It consists of 1.2 million training images, 50,000 validation images and

150,000 testing images. ILSVRC is used through this thesis with images cropped/resized to a

224× 224 resolution.
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FIGURE 2.6. Object Detection to detect vehicles in an image using DNNs

2.5.2 Object Detection

Object Detection is another application area for DNNs in computer vision. Object detection

is the task of detecting instances of semantic objects of certain classes/categories in digital

images/videos. Other detection tasks such as face detection, pedestrian detection, car detection,

etc are all sub-tasks of object detection or can be defined as single class object detection task.

Typically boxes are drawn around the objects, known as ’bounding boxes’. An example of

detecting vehicles in an image via object detection is illustrated in Figure 2.6.

PASCAL VOC: A common dataset used to evaluate object detection algorithms is the Pattern

Analysis Statistical Modelling and Computational Learning (PASCAL VOC) dataset [26]

provides standardised image data sets for object detection, semantic segmentation and image

classification. In this thesis, it is used for object detection in Chapter 3. It consists of

20 different annotated object classes. The total training/validation data has 11,530 images

containing 27,450 annotated objects and 6,929 segmentations.

2.6 Hardware Implementations

In this section, we discuss why we focus on optimizing DNNs for specialized hardware over

conventional computing platforms.
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2.6.1 Specialized Hardware For DNNs

Specialized hardware, such as FPGAs and ASICs, have the advantage of higher hardware

performance and the disadvantage of difficult programmability over conventional computing

platforms. For DNN applications whereby personalization is unimportant, the network is

not altered regularly. Therefore, the burden of difficult programmability diminishes and the

benefits of higher hardware performance are more easily reaped. This makes specialized

hardware units are a much higher performant over conventional computing platforms for these

types of applications.

FPGA and ASIC implementations have demonstrated improved latency and power efficiency

for DNN applications compared with central processing unit (CPU) and graphics processing

unit (GPU) technologies, e.g. [134, 116]. This is because conventional computing platforms

such as CPUs/GPUs are byte-addressable, making it difficult to take advantage of networks

with very low-precision. For custom hardware, these limitations do not hold as arithmetic

components can be designed for the exact precisions. Therefore, the advantages of low-

precision networks can be most highly leveraged on custom hardware, such as FPGAs [97].

In contrast to CPU/GPU technologies, specialized hardware allow customized data paths,

enabling higher degrees of parallelism and less data movement. This design flexibility poses

an opportunity to optimize system performance through custom hardware tailored to the

application.

2.6.2 FPGAs

To evaluate the representations designed in this thesis, we use FPGA platforms. FPGAs

play a vital role in various industries such as Aerospace & Defence, ASIC prototyping,

Audio, Automotive, Data Center, Medical Equipment, Wireless Communications and many

more [104]. They also offer the option of tightly integrating machine learning to low-level

data acquisition hardware such camera sensors and networking hardware for low-latency

implementations [108, 89]. FPGAs are a semiconductor computing platform consisting

of a number of logic cells that can be interconnected to other logic and input/output (I/O)
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FIGURE 2.7. An array of CLBs whereby each CLB contains four slices.

cells each connected via programmable interconnects [92]. FPGAs allow users to configure

these logic cells and programmable interconnects via bit-level programming data, which is

stored in memory cells in the FPGA. The complete design is described via a configuration

bitstream which specifies the logic and I/O cell functionality, and their interconnection.

The main difference between FPGAs and ASICs is that the logic cells on FPGAs can be

reconfigured/reprogrammed after manufacturing whereas ASICs have a fixed processing

path [65].

A block diagram illustrating a generic fine-grained island-style FPGA is given in Figure 2.7

A logic cell consists of userprogrammable combinatorial elements, with an optional register

at the output. They are often implemented as lookup tables (LUTs), flip flops and multiplex-

ors [107] with a small number of inputs. Multiple logic cells are grouped together to form a

single unit, known as a slice. Multiple slices are also grouped together to form a configurable

logic block (CLB). The number of slices in a CLB is dependant on the FPGA family. Modern

FPGAs typically consist of configurable logic blocks (CLBs) in a "sea" of programmable

interconnects. This is shown in Figure 2.7. Other main components found on an FPGA are

Digital Signal Processors (DSPs) and Block Random Access Memories (BRAMs). DSPs

are hardened blocks which operate at much higher frequencies and consume less resources

than the equivalent circuit on programmable logic. They are particularly useful for higher
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precision computations. They consist of a multiplier and additionally other components such

as pre-adders, adders and accumulators. BRAMs are situated through the FPGA and used as

buffers for data storage. They vary in size and consist of one or two ports (known as dual port

BRAMs). All these components mentioned consume the majority of the area on an FPGA.

Hence, throughout this thesis we evaluate resource usage results in terms of Flip-Flops, LUTs,

DSPs and BRAMs.

2.6.3 FPGAs For DNN implementations

Although quantizing networks reduces its representational capacity, for a wide-variety of

networks, it has been shown that low-precisions (1-8 bits) for weights and/or activations

can be achieved with negligible or no accuracy loss. For bitwise networks, Multiply and

Accumulate operations (MACs) are replaced by bit operations. For example, Figure 2.8 shows

average resource usage on FPGA hardware to implement a MAC operation under different

precisions, which scales quadratically with the multiplier size atO(k2) where k is the number

of bits1.

As shown, no high precision multipliers (known as Digital Signal Processors (DSPs) on an

FPGA) are required for precision less than or equal to ternary weights and 8-bit activations.

Furthermore, the logic element (known as Look-Up Tables (LUTs) on an FPGA) requirement

reduces proportionally with both weight and activation precisions. Additionally, the storage

requirements for both weights and activations is reduced by 8− 32×. This significantly im-

proves the network’s ability to fit in on-chip memory and constrained hardware environments,

and broadens the applicability of DNNs.

2.7 Summary

In this chapter, we introduced the theory for DNNs. Many of the key concepts and termino-

logies were defined for common DNN models. The methodology for training DNNs using

1Results are obtained from instantiating MAC modules using Vivado
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FIGURE 2.8. The average cost per MAC operation on an FPGA device for
different bitwidths (weight-activation)

conventional methods was explained and equations were introduced. Additionally, we exam-

ine common data representations for DNNs, such as fixed-point, floating-point and bitwise

neural networks. These representations are used throughout Chapters 3, 4, 5, 6. We also

discuss the STE learning method used in training for these representations in these Chapters.

Also, FPGA hardware is defined and discussed. Finally, we present the applications and

datasets used for evaluating our methods throughout the thesis.

In the following Chapters, we present different methods which explore different combinations

of computation type, precision size and arithmetic type as presented in Table 2.1. We

design representations requiring sparse matrix computation in Chapter 3 and dense matrix

computation in all other chapters. In Chapters 3 & 4, we use bitwise networks and in

Chapters 5 & 6 we use higher precision FX representations. Notably, in Chapter 5, we

describe how the network can be computed as a bitwise network due to the ordered scaling
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TABLE 2.1. Categorizing each technique in terms of computation, precision
and arithmetic type

factors. However, the resulting codebook still requires a higher precision. In Chapter 6, we

explore non-uniform quantization, whilst all other techniques use uniform quantization.
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CHAPTER 3

Using Sparsity To Enhance Bitwise Network Performance

A sparse representation of data has only few non-zero elements and a majority strictly zero

elements. Sparse neural network representations can be created by making zero-valued weight

parameters and/or activations. This methodology is known as Pruning. As discussed in Sec-

tion 2.4, pruning has been demonstrated as an effective regularization method for improving

network generalization of DNNs [45, 41] and also for compression [42]. The latter can trans-

late to reductions in memory and computational complexity in hardware. In this section, a

training methodology for inducing sparsity is discussed. The technique Compressing Ternary

Deep Neural Networks Using Sparsity-Induced Regularization is introduced. Using bitwise

networks is the focus. This is because at this precision, significantly higher performance

custom hardware implementations are possible as most/all operations are bitwise.

Specifically, the method involves producing sparse, ternary neural networks. It incorporates

hardware implementation costs during training to achieve significant model compression for

inference. Training involves three stages: network training using L2 regularization and a

quantization threshold regularizer, quantization pruning, and finally retraining. Resulting

networks achieve improved accuracy, reduced memory footprint and reduced computational

complexity compared with conventional methods, on MNIST and CIFAR10 datasets. The

networks are up to 98% sparse and 2 & 11 times smaller than equivalent bitwise models,

translating to significant resource and speed benefits for hardware implementations. In this

method, individual weights are pruned out based on their magnitudes, meaning the resulting

sparsity patterns are random.
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3.1 Compressing Bitwise Using Sparsity-Induced

Regularization

As discussed in Section 2.3.2 networks can constrain either weights alone or weights and

activations via quantization, leading to extremely efficient hardware implementations. In this

methodology, the inherent sparsity of TNNs is utilized whilst maintaining the advantages of

multiplierless computations. Similar Convolutional Neural Networks (CNNs) to [122] are

used for CIFAR10 classification and achieve similar accuracies, although their network has a

full precision 1st layer compared to the ternary weights used in our networks. Regularization

techniques and reduced precision weight representations have been extensively studied for

compression, acceleration and power minimization. Many efforts have concentrated on

building efficient computational structures from floating point networks through sparse weight

representations and quantization [42, 45, 128, 135, 110, 6, 50, 80, 76, 137, 131, 68]. However,

such networks still require fixed-point multiply-accumulate operations which limits power

savings and speed.

Instead of considering sparsity and reduced precision separately, sparse TNNs explore both.

Pruning the fully connected layers of bitwise networks was proposed in [4] to reduce the

number of model parameters for efficient hardware implementations. In our work, all layers

are pruned and focus on inference acceleration. With recent breakthroughs in low-precision

deep learning, specialized hardware solutions have been increasingly investigated. FINN

implements scalable BNN accelerators on FPGAs [117] and we use this framework to explore

performance advantages of sparse TNNs.

We propose a three-stage training approach for TNNs which is able to reduce hardware

costs for inference. Firstly, the network is trained using L2 regularization and a quantization

threshold regularizer, secondly we use quantization pruning whereby the sparsity pruning

threshold is the same as the quantization threshold and thirdly the network is retrained. During

training, the network learns in a sparse environment. This has significant benefits as the

sensitivity of the weights to sparsity regularizers can be determined after the model is initially

trained. The contributions of this method are thus as follows:
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• The first reported low-precision training method which minimizes hardware costs as

part of the objective function. This uses a quantization threshold regularizer and L2

regularization to encourage sparsity during training.

• A layer-based quantization pruning technique which utilizes sparsity information

obtained during training.

• A quantitative comparison of the proposed sparse TNN with state-of-the-art multipli-

erless networks in terms of accuracy, memory footprint, computational requirements

and hardware implementation costs.

Together these techniques achieve between 2 and 11x compression. For memory-bound

hardware architectures, this would directly translate into speed-up.

3.2 Sparse TNN Training

The key idea in this work is to introduce sparsity in TNN weight representations. TNN

training consists of real-valued weight parameters, wr, which are quantized deterministically

to wq using a quantization threshold hyperparameter, η. Thus, duplicating equation 2.18, the

ternary weights in this Chapter are calculated as:

wq =


1 if wr > η

0 if −η ≤ wr ≤ η

−1 if wr < −η
(3.1)

For the forward path, wq is computed and used for inference. For the backward path, the

gradients are computed with wq and parameter updates are then applied to wr. In training

DNNs, generally many values for wr can achieve the same training loss. Regularization

techniques incorporate a preference for certain weight representations with the aim of improv-

ing generalization. In this method, representations are chosen that minimize the number of

nonzero parameters. This is done by inducing sparsity and with the aim of improving hard-

ware performance. The scheme considers the hardware costs not only during the fine-tuning

stage, but also during the initial training process.
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FIGURE 3.1. Validation Error Convergence on MNIST. Comparing training
with η = 0.33 and η = 0.9

3.2.1 Quantization Threshold

The deterministic quantization described in Equation 3.1 partitions the wr weight space via a

threshold η. Typically, different values for η are used based on different assumptions made

on wr. For example, to uniformly partition the weight space, η = 0.33 [4] or to minimize

quantization error, η = 0.5. Generally, a higher η will lead to more sparsity as more of the

wr weight space is quantized to 0. As such, in this methodology, η is increased to make 0’s

consume a large portion of the weight space (up to 95%) which induces a similar sparsity

effect to L1 regularization. However, L1 regularization has a continous shrinkage effect which

induces sparsity amongst all wr but not necessarily wq. Increasing the threshold on the other

hand, induces sparsity explicitly on wq. Parameter updates for wr are either penalized or

rewarded based purely on the gradients. An example of the effect of this scheme is shown in

Figure 3.1. By partitioning the weight space such that η = 0.9, the network is initialized with

high sparsity. This takes much longer to converge than training with a uniformly distributed

weight space. Initially the validation error is much larger for η = 0.9, however over time, the

network converges to achieve the same validation error as η = 0.33.
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3.2.2 L2 Regularization

In conventional TNN training, the cost function C can be represented as the average loss Li

over all training examples n:

C(wq) =
1

n

n∑
i=1

Li(wq) (3.2)

L2 regularization adds the squared magnitude of a coefficient as a penalty term to the loss

function [14]. It has the property of penalizing large | wr | more and small | wr | less. This

tends to generate a more diffused set of weights which have a smaller range. L2 regularization

is added as a function of the quantized weights, directly into the cost function to penalize

nonzeros and induce sparsity:

C(wq) =
1

n

n∑
i=1

Li(wq)︸ ︷︷ ︸
data loss

+ λR(wq)︸ ︷︷ ︸
regularisation loss

(3.3)

where the regularization term is the quadratic penalty over all parameters, wq is the quant-

ized/ternary weights,

R(wq) =
1

2
w2
q (3.4)

and the gradient contribution from the regularization term becomes:

dC(wq)

dR(wq)
= λwq (3.5)

where λ is the regularization strength hyperparameter. With L2 regularization, each epoch

becomes a greedy search to reduce hardware costs as only the corresponding wr for each

nonzero in wq is penalized by λ. From (5) and (1) it is evident the regularization term will

only affect the corresponding parameter updates on wr for nonzero wq. This is desirable when

used in conjunction with a large η as peaky weights (weights with values close to -1 and 1 in

this case) are more likely to be pulled below the threshold for a given regularization strength.

Also, it avoids L2 regularization from continually penalizing weights, making them stuck at

low values. This allows for weight values which are penalized in earlier training epochs, to

then be more easily recovered through parameter updates if required later in training. As seen
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FIGURE 3.2. Weight distribution for wr for MLP Layer in MNIST training.
With L2 regularization (top) and without (bottom). Both are for TNNs with
η = 0.9.

in Figure 3.2, under L2 regularization the frequency shrinks for weight values closer to -1 and

1. Thus, more values of wr are quantized to zero under the ternary scheme. It is also evident

that many weights clump around values closer to the threshold of 0.9.

3.2.3 Quantization Pruning

Training with L2 regularization and the quantization threshold achieves a certain sparsity

before accuracy starts to degrade. This is addressed via our re-training method quantization

pruning. In quantization pruning, the subset in wr which have been quantized to 0 after the

initial training phase are all fixed to 0 for the re-training phase. The network is then retrained,

whereby a masking vector wm is applied to fixate this subset of wr to zero:

wm =


1 if wr < −σ
0 if − σ ≤ wr ≤ σ

1 if wr > σ

(3.6)

In the re-training phase, there is also opportunity for more wr to be pruned also. In doing so,

quantization pruning utilizes weight sensitivity information from the initial training phase to

determine which weights to prune for each layer. This is different to sensitivity pruning [45].
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In sensitivity pruning, the sparsity hyperparameter σ is chosen by setting different sparsities

for different layers. Depending on the type and order of layer, they have a different sensitivity

to pruning. In our method, by forcing sparsity through regularization during training, the

gradient-based optimization converges to a solution which determines the inherent sensitivity

of each layer to sparsity. The ratio of zeros in each layer is utilized from the first training

phase by pruning only wr below or equal to the quantization threshold.

σ ≤ η (3.7)

Allowing wr1 to be the resulting weights from the initial training phase, weight initialization

for retraining then becomes the elementwise multiplication wr2 .

wr2 = wr1 � wm (3.8)

For retraining, wr2 is updated but the pruned weights are fixed at zero. Also, the threshold is

set to the same value as in the initial training phase.

3.2.4 Weight Representations

In practical implementations of TNNs, real numbers cannot be represented, so the quantized

representation, wq, must be used. Due to the high data regularity of zero-valued weights,

storing all the ternary weights as 2-bits is not necessary. Instead, two compression methods

are used. The first is Run Length Encoding (RLE), which stores only the index differences

between each nonzero and also a sign bit which defines the type of operation. In the second

method, we use Huffman Coding (HC) on the index differences to assign variable length

codewords whereby the most frequently occuring indexes are represented with shorter length

codes and vice versa. HC has higher complexity for its decoder implementation and a higher

compression rate than RLE.
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3.2.5 Algorithm

Algorithm 1 describes the compression process and consists of four parts. Part 1) represents

typical TNN training and additionally requires hyperparameters λ and η to be set. Algorithm 2

represents the training process experienced in Parts 1) and 3). In Part 2) we use quantization

pruning to calculate the masking vector and this is used for retraining in Part 3). After

the network is trained, the real-valued weights are discarded and the quantized weights are

encoded for Part 4). Outputs and inputs for each layer are represented by y and x respectively;

b is the bias term (if applicable); L is the learning rate; and CGU is compute gradient updates.

Algorithm 1
1. Train
Set λ and η for sparsity requirements and im-
plement Algorithm 2
2. Quantization Pruning
Compute wm with σ = η
3. Retrain
Keep λ and η the same
Repeat Step 1. with wr2 = wr1�wm and λ, η
4. Encode
Apply HC or RLE on resuting wq

Algorithm 2
-Forward Pass:
for each weight layer p do
wqp = Q(wr1p ) with threshold η

end for
for each layer i in range(1,N) do

Compute yi with wq, xi
end for
-Backward Pass:
Compute cost: C(wq) with yN , λ
for each weight layer j do

CGU: g1 =
dC(wqj )

dwqj
+ λwqj

CGU: g2 =
dC(wqj )

dbj

Updates: wr1j = wr1j − Lg1
bj = bj − Lg2

end for

3.3 Sparsity and Networks

The training methods are evaluated on two image classification benchmarks, MNIST and

CIFAR10. We compare against other bitwise network results from BinaryConnect [18]

and BinaryNet [101]. BinaryConnect uses floating point ReLu activation functions and

BinaryNet uses binary activation functions. Their results are shown in Tables 3.2 & 3.3 as

’model-a-b’ where a is the weight bitwidth and b is the activation bitwidth (bitwidth = 32 is
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for floating point, bitwidth = 1 is for binary and bitwidth = 2 is for ternary equivalents of these

architectures with a uniformally distributed weight space). The results are reported as TNN

with resulting sizes represented as x/y which represents the sizes after encoding in RLE/HC

respectively. For all results, the number of weight parameters (Params) in millions is reported,

percentage of zero-valued parameters, the error-rate and size of the network in megabytes

(MB). In all the models, we use only one pruning iteration except for the MLP with floating

point activations for which two iterations were used.

3.3.1 MNIST

The networks used for classification consist of 3 hidden layers of 4096 neurons for the network

with binary activations and 1024 neurons for the network with floating point activations. The

network is trained for 1000 epochs and the network which produces the best validation error

rate is chosen. The effect of quantization pruning is first analyzed on the MNIST dataset

for different threshold settings. No L2 regularization is used in these numbers in order to

focus on the effect of different pruning thresholds. Setting a higher threshold allows for more

aggressive pruning at the threshold.

The results are displayed in Table 3.1 whereby the error-rate is the percentage of incorrect

classifications on the test set. Although other threshold settings achieve similar error-rates,

η = σ = 0.9 achieves significantly improved sparsity. At this setting, 80% of weights can be

pruned. As η = σ, only the subset of wr1 which are quantized to 0 is pruned away. When

σ > η, some of the nonzero wr1 are also pruned away. It is evident that pruning nonzeros

impinges on the network performance and hence the quantization threshold is an effective

indicator for which weights can be pruned. Pruning at a lower sparsity threshold maintains

accuracy benefits, although results in more nonzeros. To make the network more sparse,

it would require several pruning iterations. This could take days/weeks as each training

iteration takes days itself. The results are displayed in Table 3.2. Using the network with

binary activations produces up to 97.6% sparsity and over 5× compression over its binarized

network (BNet) with better accuracy and approximately 11× its ternary network with the

same accuracy. The network with a floating point activation function, achieves 92.8% sparsity
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η σ Pruned Error-rate Nonzeros
0.9 0.95 91% 1.08 1,220,468
0.9 0.9 80% 0.92 1,863,521
0.9 0.65 50% 0.96 3,826,912
0.7 0.8 76% 0.98 3,595,898
0.7 0.7 64% 0.91 5,243, 764
0.7 0.58 50% 0.92 6,863,798
0.5 0.9 89% 1.14 2,448,073
0.5 0.75 74% 1.04 5,416,539
0.5 0.5 74% 0.98 10,396,476

TABLE 3.1. Quantization Pruning for TNN (Binary Activations) on MNIST,
without L2 regularization.

Model Params Zeros Error-rate Size (MB)
MLP-2-1 36.4 54% 0.92 9.12
MLP-1-1 36.4 0% 0.96 4.56
TNN 36.4 97.6% 0.93 0.83/1.59
MLP-2-32 2.91 34% 1.23 0.72
MLP-1-32 2.91 0% 1.29 0.36
TNN 2.91 92.8% 1.22 0.07/0.11

TABLE 3.2. Classification accuracies for Sparse TNNs for MLPs on MNIST
with L2 regularization and pruning (Right)

and 3.5× compression over its binarized equivalent network. For these networks, we use

η = 0.9

3.3.2 CIFAR10

We use a VGG-derivative architecture inspired by BinaryConnect [18]. From Table 3.3, it is

evident that there is an improvement in accuracy and/or compression for both networks in

contrast to their binarized and ternary equivalents. The convolutional layers are less robust

to higher values of the quantization threshold regularizer η in Equation 3.1. Hence, a lower

value for the convolutional layers η1 = 0.8 is set and a higher value for the fully connected

layer η2 = 0.9. The accuracy and sparsity relationship is shown in Figure 3.3. For varying

thresholds, it is shown that threshold regularization improves accuracy. The leftmost point

is the fully dense binarized network where η = 0 and as the threshold regularization is
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Model Params Zeros Error-rate Size (MB)
VGG-2-1 14.02 65% 11.2 3.52
VGG-1-1 14.02 0% 11.4 1.76
TNN 14.02 92.3% 10.8 0.88/1.05
VGG-2-32 14.02 35% 9.2 3.52
VGG-1-32 14.02 0% 9.9 1.76
TNN 14.02 90.1% 9.6 0.96/1.22

TABLE 3.3. Classification accuracies for Sparse TNNs for CNNs on CIFAR10
with L2 regularization and pruning.

FIGURE 3.3. Accuracy vs Sparsity for CIFAR10. We vary the quantization
threshold regularizer for convolutional layers, η1, and fully-connected layers,
η2. No quntization pruning is implemented.

introduced, the error-rate drops by up to 1.4% as the sparsity is increased. In Figure 3.4,

the percentage of nonzeros is plotted for each layer in the CNN for varying values of the

threshold regularizer. By increasing the threshold, the robustness of each layer under sparsity

becomes more prominent. For most of the networks, the first two convolutional layers are

the most sensitive to sparsity and consist of around 80% nonzeros and the last convolutional

and first fully connected layers are the least sensitive. These are similar conclusions to [45]

who pruned each layer independently to determine their sparsity sensitivity. In this case, the

network learns these sensitivities by training in sparse environments. This is advantageous as

efficient sparsity parameters are determined for any layer type or order and don’t require a
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FIGURE 3.4. Per Layer Sparsity for different quantization threshold regulariz-
ation on CIFAR10. No L2 regularization or pruning is implemented

hyperparameter search. Varying the threshold provides sensitivity information for the sparsity

of each layer and quantization pruning takes advantage of this by pruning each layer according

to the threshold and hence these ratios.

3.4 Hardware Implications of Sparse TNNs

In this section, the hardware implications of implementing TNNs with unstructured sparse

data representations are explored. Storing the weights in a compressed format requires a

decompressor which incurs some overheads. A fully parallel architecture would require a

decompressor for every weight in the convolution or fully connected layer and decompressors

in this case would consume significant amounts of resources. For sparse TNNs, data reuse

patterns within convolution layers and fully connected layers (when batching is applied) can

be utilized to increase the ratio of processing elements (PEs) to decoders. When the sparsity

of these networks is taken into consideration, the number of effective operations (discussed

later in this Section) increases the potential performance of TNNs to values well beyond those

of BNNs. For conventional computing platforms (e.g., CPUs and GPUs), the main benefit of

sparsity and compression is the increase in operational intensity that is achieved for a particular
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layer. Sequential processors, (such as CPUs) will also be able to benefit from the reduction in

required operations per layer, as a result of the high sparsity of TNNs. For parallel processors,

(such as GPUs, FPGAs and ASICs) it is a lot more difficult to take advantage of this benefit

due to the irregular data access patterns. A hardware decompressor described, along with a

corresponding parallel architecture suitable for FPGAs and the potential performance of that

architecture in terms of effective operations per second.

3.4.1 Hardware Decompressor

The proposed hardware decompressor iterates through a list of weights, stored in a sign–

magnitude form in on-chip memory. In each cycle, the hardware decompressor outputs the

complement of the sign bit to represent the weight value and adds the magnitude value to an

internal counter, which is used to generate the address of the value to be accessed from the

input vector. The RLE decoder consists of a counter which controls the address of the input to

feed into the PE for computation. The resource and performance estimates given by Vivado

HLS [95] v2017.1 of the resultant hardware description are that the design can produce an

address and a weight every cycle at 250 MHz while using 112 LUT resources on the FPGA.

3.4.2 A Sparse TNN Accelerator

Two types of low-precision networks are described in this work: 1) networks with binary activ-

ations (VGG/MLP-1/2-1); and 2) networks with floating point activations (VGG/MLP-1/2-32).

For all networks, the predominant calculations for inference are multiply-accumulate opera-

tions (MACs). For type 1) networks, this corresponds to XNOR-popcount operations [101],

where a popcount is the number of set bits in a word. For type 2) networks, this corresponds

to an XNOR operation on the sign bit of a floating point value, followed by a floating point

accumulate.
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FIGURE 3.5. Diagram of Decompressor Feeding Multiple Processing Ele-
ments with Data Reuse

3.4.3 Accelerator Architecture

The proposed accelerator architecture is based on that generated by FINN [117]. In particular,

a design is proposed which has processing engines with a similar datapath to FINN. Similar

PEs are discussed in more detail in Section 4.6.2 with Figure 4.5. To compute the input-weight

matrix in specialized hardware implementations, typically a series or array of PEs are used

to receive input data and a weight value to perform the multiply accumulate operations,

as required for the datatype. For the compression format described in Section 3.2.4, these

implementations require a decompressor between the weight matrix and the PE as represented

in Figure 3.5. For type 1), with binary activations, resource usage is estimated on the roofline

given by [117], which is reported to have an average cost of 5 LUTs for both an XNOR and

popcount operation.1 For type 2), with floating point activations, resource usage is estimated

by instantiating a Xilinx Floating Point 7.1 IP core addition module. The peak throughput

numbers are what can be achieved if 70% of the LUTs or 100% of the DSPs are used on the

target device, a Xilinx KU115 running at 250 MHz. These are 46.4 TOPs for type 1) and 1.3

TOPs for type 2). The total KU115 resources are 663k LUTs and 5,520 DSPs.

1FINN quotes 2.5 LUTs per operation, which is multiplied by 2 to get LUTs / per MAC.
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3.4.4 Exploiting Sparsity Through Data Reuse

Convolutional layers require many operations on different input pixels to the same weight

value. Hence, data re-use optimizations can be utilized [32] to instantiate a decompressor for

a specific weight and calculate several MAC operations on different input pixels. This greatly

reduces the average resource usage of the decompressor per operation. Similar optimizations

can be utilized for the fully connected layers, whereby batching can be applied to allow a

single weight to calculate several MAC operations across multiple input vectors.

Let us introduce a data re-use factor,R, which denotes the total amount of data re-use available

in a particular layer. For fully connected layers, R = B, where B is the batch size. For

convolutional layers, R = B×P , where P is the number of output pixels in the output image.

Furthermore, the RLE decoder allows us to easily avoid calculating any zero valued weights.

In comparison to the benchmark BNNs, which have strictly dense weights, only the non-zero

weight computations need to be calculated. The sparsity factor, then becomes a multiplier

which significantly reduces the cost per operations and hence the regularization techniques

discussed in this work directly minimize hardware costs during training. To this end, an

effective operation cost is introduced, given by: Ce = γ ∗ (Cop + Cd/R), where γ is ratio

of non-zero weight values to total weights in the layer, Cop is the proportion of the KU115

which is utilised by a single operation and Cd is the proportion of the KU115 which is utilised

by the decoder.2 An effective throughput can then be calculated as: Te = 1/Ce ∗ 250MHz.

Figures 3.6 & 3.7 show the effective throughput of type 1) & 2) networks respectively, while

varying γ and R. The horizontal lines represent the benchmark BNN networks, MLP and

VGG (VGG is labelled as CNN in figures) from the results in Tables 3.2 & 3.3 and the other

percentages represent networks of the same type with varying sparsities. Note that these

are theoretical peak values and further overheads are likely for all datapoints when they are

implemented in a real system. For type 2), a lower sparsity factor is required to improve

on the benchmark throughput as these operations are more expensive and hence every zero

weight has a greater hardware benefit than for the type 1).

2Assuming 70% of the LUTs and 100% of the DSPs can be utilised for compute.
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FIGURE 3.6. Effective throughput: BNNs vs TNNs (type 3) while varying γ
and R.

FIGURE 3.7. Effective throughput: BNNs vs TNNs (type 1) while varying γ
and R. Note: VGG is labelled as CNN.

3.5 Summary

In this Chapter, a training methodology was presented which leverages sparse representations

of bitwise DNNs to improve hardware performance. This contributes to the applicability
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of DNNs on embedded devices and specialized hardware. A sparse TNN training method

is introduced which uses a quantization threshold hyperparameter, complemented by L2

regularization and quantization pruning to substantially reduce the memory requirements and

computational complexity. This was shown using different network topologies on the MNIST

and CIFAR10 benchmarks. Additionally, a hardware cost model was derived to evaluate the

proposed representations for FPGA hardware.
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CHAPTER 4

Customizing Bitwise Networks For Hardware Platforms

In the previous Chapter, we introduced a technique for pruning individual weight to achieve

high network sparsity and demonstrated how this could benefit hardware performance. To

achieve this we discussed storing the weights in a compressed format and implementing a

decompressor between the weight storage buffers and the PEs. However, given a typical DNN

implementation on specialized hardware, which rarely support decompression, performance

improvement from this type of sparsity is not possible.

In this section, we present the technique Customizing Bitwise Deep Neural Networks For

FPGAs, a hardware-software co-design methodology for optimizing FPGA performance. A

training methodology to prune out weight groups in a computationally structured manner is

presented. We do this by removing full sets of weights from a convolutional kernel and their

corresponding output feature maps, so that we can completely ignore the computation. This

type of pruning is known as filter pruning. This avoids the need to implement decompressor

hardware to handle the sparse computations as in the previous chapter. The choice of layers

in which we choose to prune is guided by a hardware cost model of the underlying FPGA

implementation. The choice of filters to prune within that layer is guided by a novel metric

which we derive.

In our method, it is argued that instead of solely focusing on developing efficient architectures

to accelerate well-known networks, modifying these networks to suit the underlying hardware

implementation should be explored. Thus, with this technique, we don’t only consider the

amount of sparsity, but also the underlying target hardware. A fully automatic toolflow is

developed which efficiently utilizes FPGA hardware whilst satisfying a predefined accur-

acy threshold. Although fewer weights are removed in comparison to traditional pruning
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techniques designed for software implementations, the overall model complexity and feature

map storage is greatly reduced. As in the previous Chapter, the focus is on bitwise networks,

however the resulting representation requires dense matrix computation. The AlexNet [61]

and TinyYolo [102] networks are implemented on the large-scale ImageNet classification and

PascalVOC object detection datasets, to demonstrate up to roughly 2× speedup in frames per

second and 2× reduction in resource requirements over the original network, with equal or

improved accuracy.

4.1 Background

Pruning seeks to remove parameters from the network, reducing the on-chip memory, memory

bandwidth and computational requirements, whilst minimizing any loss in accuracy. In some

cases, pruning can even improve accuracy.

Pruning methods range from fine-grained weight connection pruning as seen in Chapter 3, to

coarse-grained approaches such as filter pruning which is used in this Chapter. The former

removes individual weights and results in high overall sparsity at the cost of poor data locality

and irregular data access patterns [75]. The latter results in a lower total number of pruned

weight connections, but a structured sparse representation that maintains the regular data

access patterns of the original network. This regular structure can make use of existing

optimized hardware implementations, such as those described in [133].

One of the limitations of existing filter pruning methods is that they do not take into account

the underlying FPGA accelerator architecture. While reducing the total number of network

weights, or filters, reduces the number of operations and memory use, these are not the only

factors limiting performance. Due to high data re-use, modern FPGA-based low precision

CNN accelerators attempt to store feature maps (FMs) in on-chip memory in addition to

weights, and divide the computation between processing elements (PEs). This ensures the

performance is bounded by the available computation as opposed to the available off-chip

memory bandwidth. It follows that pruning methods should be designed to ensure PEs are

used efficiently. In addition, filters in modern benchmark CNNs are typically designed with
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high precision for the first and final layers, as well as differing FM sizes. This potentially

creates large resource imbalances between layers for FPGA designs, which can translate to

sub-optimal performance.

4.2 Contributions

Instead of focusing on using pruning methods to maintain or improve accuracy, in this work,

a method is presented which prioritizes resource reduction and efficient use of the underlying

architecture for a given accuracy threshold. There’s also a discussion of how different pruning

strategies are required depending on the device constraints and the accelerator architecture.

In particular, dataflow architectures are studied which are restricted by the throughput of

the slowest layer and available on-chip memory. For a predefined accuracy threshold, it

is demonstrated how the pruning method improves the performance over existing methods.

Altogether, this work makes the following contributions:

• The first study on bitwise network filter pruning. A novel quantization error pruning

heuristic is proposed which minimizes the error in the weights rather than in the

output feature maps and show that it outperforms conventional methods. This method

can be applied to applications on all hardware platforms.

• A resource-aware method is proposed for customizing bitwise CNNs to underlying

FPGA dataflow architectures. This is able to significantly reduce resource require-

ments and improve efficiency, making FPGAs a higher performant implementation

alternative for CNN computation.

• Results are compared to traditional pruning which prioritise sensitivity analysis of

each layer rather than the underlying hardware and show significant reductions in

complexity. This improves the scalability/applicability of bitwise CNNs on FPGAs.

• The highest reported frames per second (FPS) is achieved, FPS/kLUT and FPS/BRAM

on the popular AlexNet network for the ImageNet dataset [61]. This improves the

amenability of high throughput implementations of large networks/datasets on con-

strained FPGA environments.
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4.3 Network Quantization Setup

For this Section 4, let us represent the full precision weight matrices for any layer l by

W[l]. For QNNs, W[l] is approximated with a quantized weight matrix Q[l] ∈ C[l] where C[l]

represents the possible quantized weight values in layer l. The quantized weight matrix for

BNNs is described by (4.1):

Q[l] = sign(W[l]) (4.1)

Alternatively, TNNs are described by (4.2), where η is the quantization threshold hyperpara-

meter.

Q[l] =


1 if W[l] > η

0 if −η ≤ W[l] ≤ η

−1 if W[l] < −η
(4.2)

These equations are very similar to what is described in Section 2.3.3. To more accurately

approximate the dynamic range of full precision weights, Q is multiplied by a scaling factor

coefficient α [144]. For example the fully-connected layer, with biases ignored, is computed

by (4.3), where g is the activation function, h[l] and h[l−1] are the output and input vectors of

layer l.

h[l] = g(α[l]Q[l] · h[l−1]) (4.3)

For the networks discussed in this work, the activations are quantized using signed two’s

complement fixed point representations. This is accomplished by quantizing a real number

x ∈ [0,M ] to a k-bit number:

G(x) =
1

2f
floor((2f )x+

1

2
) (4.4)

where M is the upper bound. M itself is bounded by its arbitrary unsigned two’s complement

fixed point representation where f is the number of fractional bits and M = 2k−f − 2−f .

Similar activations have been proposed in [144] by fixing M = 1. During training both

the full precision and quantized weight values are needed; for inference only the quantized

weights are required.
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4.4 CNN Acceleration

In this section, basic approaches are discussed for accelerating CNNs on GPUs, CPUs and

FPGAs. Throughout this section, we use the following notation to describe the CNNs. For

layer l in a CNN, it is assumed there are I [l] IFMs of dimensions F [l] × F [l] and N [l] filters of

dimensions K [l] ×K [l] (assume feature maps and filters of squared dimensions). The OFMs

from layer l are the IFMs to layer l + 1, and can be represented as I [l+1].

4.4.1 CNN acceleration on CPUs/GPUs

On a CPU or GPU, the typical approach to implement convolutional layers is so called

lowering to matrix multiplication; this enables the use of optimized matrix multiplication

kernels and described in detail in [12]. The basic concept is that convolutional layers involve

multiplying aK [l]×K [l] window of data for every IFM by one or more filters of sizeK [l]×K [l]

to produce each element of the OFMs. To achieve this using matrix multiplication, one image-

matrix is constructed of dimensions (F [l+1]×F [l+1])× (K [l]×K [l]× I [l]) representing every

window of data from the IFMs and multiply this with a second filter-matrix of dimensions

(K [l]×K [l]× I [l])×N [l] representing all of the filters. For efficiency, optimized GPU routines

avoid performing this conversion in off-chip memory, and construct this in on-chip RAM [12].

Since the matrix multiplication kernels have previously been optimized, including binarized

matrix multiplication kernels [19], the aim of pruning for GPUs and CPUs is simply to reduce

the total number of operations by reducing I [l] and N [l].

4.4.2 FPGA-based CNN acceleration of Dataflow Architectures

One problem with the approach of lowering to matrix multiplication is that if the kernel

windows overlap, the (F [l+1] × F [l+1])× (K [l] ×K [l] × I [l]) matrix contains large amounts

of redundant information. This translates to significant extra data transfer overhead. An

alternative approach, potentially better suited to an FPGA, is to use a sliding-window unit

(SWU) [117], which generates the image matrix from an incoming IFM. While this is a

common approach for basic image or video processing kernels, because CNNs have multiple
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FIGURE 4.1. Generic system diagram for CONV layer computations

IFMs, it is desirable to use multiple SWUs to construct windows from each IFMs in parallel.

In this case, a total of I [l]N [l] filters operate in parallel per layer. Unfortunately, the I/O

requirements to stream the data would typically be too large.

Instead, the fastest FPGA architectures attempt to fit the entire network on the FPGA, as in

Figure 4.1. This is possible for smaller CNNs, in particular those that have been binarised

[117]. In this case, I/O requirements are greatly reduced, as the input and output layers of

CNNs are typically much smaller (for example, the input is typically an image, read one pixel

at a time into the SWU, with the output being a classification, whereas middle layers tend

to have many more IFMs). Unfortunately, it is not typically possible to create fully unrolled

CNNs because the resource requirements are too large.

4.5 Hardware-Aware Pruning

In this section, an effective pruning method is described for dataflow architectures.
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4.5.1 Layer Selection

To implement modern DNNs on low-end FPGAs, it is usually necessary to re-use the PEs.

To enable this, data buffers are added to hold IFMs and OFMs between layers, as shown in

Figure 4.2. The total number of operations for layer l is given by (4.5). Assuming that a

layer has PE[l] processing elements that can be re-used to perform these operations. The total

number of times that these PEs are reused is given by (4.6). Note that for maximum efficiency

throughput must be matched between layers, to do this, the reuse should be the same for

all layers. In a fully pipelined implementation Reuse = 1, in this case there is no need to

use any memory: OFMs from one layer can go directly to the SWUs of the next layer. If

Reuse = 2, then half of the time, OFMs must be stored, half of the time they can go directly

to the SWUs of the next layer. As the reuse is increased, the PE requirements are reduced,

but the RAM requirements are increased for intermediate buffers. The cost of BRAMs for

OFMS per layer can be modelled using (4.7), where Bw denotes the number of words stored

in a BRAM respectively.

OPS[l] = K [l] ×K [l] × I [l] ×N [l] × F [l+1] × F [l+1] (4.5)

Reuse = dOPS
[l]

PE[l]
e (4.6)

BRAMIFMl+1
= dI

[l] × Fin × Fin × (Reuse− 1)

Reuse×Bw

e (4.7)

To help us create a working hardware design these equations can be utilized, along with a

model of the resources cost per PE, the resource cost per SWU and the BRAM cost to store

all network weights. A basic heuristic is followed for hardware-optimized pruning, given in

Algorithm 5. This heuristic helps us to determine which layer to prune. A fully pipelined

design (Reuse = 1) is begun with. If this does not fit on the FPGA, the design is constrained

by the resources for PEs. There’s the option of pruning the layer utilizing the most resources

for PEs, or increasing Reuse. After this, if the design is constrained by the resources for PEs,

there are the same options; if the design is limited by BRAMs, the layer utilizing the most

BRAMs (FM + Weight memory) can be pruned. Once a design fits and satisfies the accuracy

criteria, some optimizations described in Section 4.5.2 can be applied.
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Algorithm 3 Neural Network Pruning Process For FPGA implementation
1. Initialize:
Choose PE size such that reuse = 1.
2. Iteratively prune filters:
while accuracy change ≤ η do

Prune filters by 10% using (4.8)
Re-train
Save Model

end while
3. Reuse:
while design exceeds available FPGA resources do

Increase hardware reuse
end while
4. Model Finetuning:
Add/Remove filters and ensure they are a multiple of the number of PEs
Re-train
5. Check:
if Accuracy satisfies η then

continue
else

Go to Step 3 using saved model from previous iteration.
end if
6. Deploy

FIGURE 4.2. Advantage of reading from on-chip BRAMs
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4.5.2 Model-finetuning

Pruning layers involves the removal of feature maps. To ensure efficient use of the underlying

hardware, layers are pruned so that the remaining number of feature maps in a layer is a

multiple of the number of PEs assigned to that layer, i.e. N%PE = 0. In addition, it is also

attempted to increase the number of feature maps in other resource-inexpensive layers such

that N%PE = 0. This is only the case if it doesn’t impinge on the desired performance

of the design. Once again, this is to ensure maximum efficiency. This can translate into a

significant increase in the accuracy of the design, or recover some of the accuracy that is lost

by pruning the most expensive layer. But importantly, comes with a minimal increased cost in

terms of resources: there is only a slight increase in weight memory/resources. There is also a

slight increase in power requirements as more of the circuit will be active. Note that on other

architectures such as GPUs or CPUs, this decision is unlikely to be taken as it would increase

the workload; instead the ideal course of action is to simply prune the overall network to

reduce the total number of operations.

4.5.3 Quantization Error Pruning

Once the layers to prune have been chosen using the method in Section 4.5.1, which filters

must be chosen from a given layer to prune. Pruning approaches attempt to remove weights

or filters with minimal reduction in accuracy. With traditional floating point network pruning,

error in the OFMs is what impinges overall accuracy. It follows that a typical pruning

technique is to select weights or filters which have the lowest magnitudes and hence contribute

to the smallest activation outputs. Unfortunately, this technique does not easily extend to

bitwise DNNs. For example, in the case of BNNs, real-valued weights are quantized and

hence regardless of their magnitude, if two weights have the same sign, they have the same

quantized value and hence equal contributions to the OFMs. As such, a different approach is

taken. It is hypothesized that for highly quantized representations, such as bitwise networks,

it is the quantization error in the quantized weight values that impinges overall accuracy. As

such, the importance of filters is ranked based on the highest accumulated mean-squared
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quantization error (MSQE) for each filter, as described by (4.8), where n = K [l] ×K [l] × I [l].

MSQEN =
1

n

n∑
z=1

(qz − wz)2 (4.8)

where qz and wz represent each quantized and real-valued weight in each filter, respectively.

Filter ranking by quantization error pruning will also benefit CPU and GPU implementations

in obtaining greater accuracy for bitwise networks. However, once again, it is highlighted that

such networks can be implemented most efficiently using FPGAs.

4.5.4 Filter Ranking

As filter pruning for low precision networks is yet to be explored, it is demonstrated em-

pirically, the effectiveness of pruning 10% of filters from the first three layers iteratively,

based on three metrics: randomly selecting filters (Random), ranking filters based on the

highest MSQE (Qerror) and the highest magnitude of real-valued weights (Real). While the

results only investigate BNN accelerators, for this analysis, both binary (BNN) and ternary

(TNN) AlexNet experiments are observed in Figure 4.3. It is clear that low pruning rates

improve accuracy showing the regularization effect of filter pruning. Importantly, it is evident

that Qerror pruning improves accuracy by up to 0.8%. As the pruning rate increases, both

Qerror and Real are relatively similar but substantially better than randomly pruning the

weights. After calculating these, each filter is ranked to determine the amount to prune for

each iteration. Figure 4.4 shows each layer for the BNN trained on CIFAR10 and shows that

roughly 5-10% of filters in each layer have significantly higher quantization error than all

other layers.

4.5.5 Data Fine-tuning

To avoid excessive training times, and ensure minimal accuracy loss, after filters are selected

to prune, they are removed to reconstruct the network with its new customized configuration

by initializing the weights with values from the saved filters. Retraining is then implemented

using a quarter of the initial training epochs to fine-tune weight values and recover the
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FIGURE 4.3. Measuring the relative accuracy of AlexNet against the pruning
percentage for different filter importance ranking metrics

accuracy for the new CNN configuration. As such, the pruning process is done iteratively

for some predefined percentage of filters in each iteration. In this work, ≈ 10% of filters are

pruned per iteration. In the last pruning iteration it is ensured N%PE = 0, as discussed in

Section 4.5.2.

4.6 Experimental Setup

In this section, the device and architecture used to demonstrate the effectiveness of the pruning

strategy is described.
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FIGURE 4.4. The normalized MSQE of each filter from highest to lowest for
each layer of binarized AlexNet

4.6.1 Networks

The methods were evaluated on 2 networks trained on the ImageNet dataset. We used these

networks as opposed to the ones in Chapter 3 because they are more suitable for real-world

applications and our target hardware supported their computation. Firstly, we use an AlexNet-

variant [61] inspired by DoReFa-Net [144] which has 1-bit weights and 2-bit activations. This

is used for classifying the ImageNet dataset [21] which has 224 × 224 input image sizes.

Secondly, a fully-convolutional network is considered, TinyYolo [102], whereby we binarize

the network weights and use 3-bits for activations. This network is trained on the Pascal VOC

dataset for Object Detection which has a 418× 418 input image size. The TinyYolo model is

much more compact in terms of weight memory footprint than AlexNet, although has a larger

total number of operations and input image size, as represented in Tables 4.1 & 4.2. In these
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TABLE 4.1. DoReFa-Net Network Configuration

Layer K N F % Ops %Mem
Conv1 12 96 54 6.24 22.8
Conv2 5 128* 54 46.24 23.0
Conv3 3 384 27 33.30 36.9
Conv4 3 192* 14 6.71 10.4
Conv5 3 256 8 4.48 6.9
FC1 1 4096 1 1.95 -
FC2 1 4096 1 0.87 -
FC3 1 1000 1 0.21 -

tables, the network configurations are displayed, the percentage of operations per layer and

also the percentage memory in terms of FMs and weights.

For both networks, the first and last layers are quantized to 8-bit representations and the

activations bit widths for all layers is the same. Mixed layer precisions are utilized because

accurate low-precision neural networks on large scale complex datasets using conventional

quantization functions, typically require the first and last layers to have higher precisions than

all other layers [10]. Finally, the inputs are also quantized to 8-bit values, for no accuracy

loss.

TABLE 4.2. TinyYolo Network Configuration

Layer K N F % Ops %Mem
Conv1 3 16 418 2.14 8
Conv2 3 32 210 5.72 12
Conv3 3 64 106 5.72 6
Conv4 3 128 54 5.72 4
Conv5 3 256 28 5.72 3
Conv6 3 512 15 5.72 6
Conv7 3 1024 15 22.88 20
Conv8 3 1024 15 45.76 40
Conv9 1 125 13 0.62 -

4.6.2 Computing Core

We investigate the effectiveness of this pruning method using the FINN [117] hardware

library in Vivado HLS. This can be used to create architectures similar to those described in
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FIGURE 4.5. PEs used for MAC computations

Figure 4.1. The FINN architecture uses SWUs to feed so-called Matrix-Vector Threshold

Units (MVTU) for CONV or FC layers. SWUs can also feed Pooling Units (PU). There

are three key parameters for FINN: PEs, SIMD lanes and Matrix-Multiple Vector (MMV)

length. PEs refer to the number of OFMs evaluated in parallel, SIMD refers to the number of

parallel IFMs processed in each PE, MMV controls to the amount of output pixels evaluated

in parallel.

We extend the PEs in the MVTU to arbitrary precision activations for the middle layers, which

replaces the XNOR-popcount from the PEs in FINN by either an addition or subtraction

(ADD/SUB) depending on the sign of the weight. The datapath for this PE is shown in

Figure 4.5. For the 8-bit input vector and 8-bit weights in the first layer, DSPs are used for

the MAC before being fed into the thresholding unit. The overall system designs for the

architectures discussed in this work use the MVTU extensions to compute the CONV layers.

4.7 Results

In this section, the experimental design is described and results from the implementations

presented.
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4.7.1 Streaming Dataflow

The case of a streaming dataflow architecture corresponding to Figure 4.1 is investigated.

Here, there is an option to either add more hardware or prune feature maps to improve

throughput.

4.7.1.1 System Design

For dataflow architectures, FINN allows the selection of parallelism (P = SIMD × PE ×

MMV ) for each layer depending on the number of operations. The overall throughput of the

network is dependent on the layer which requires the largest number of cycles to compute,

thus the best Throughput/Resources ratio is achieved when all layers have same compute

latency. The neural network is analyzed in a per-layer fashion, the compute requirements

evaluated and the parallelism determined. For the AlexNet implementation, a large proportion

of total operations is done in the 2nd and 3rd layers. Additionally, the first layer requires more

resources per MAC operation, as it is computed with 8-bit inputs and weights, hence requiring

DSPs for implementation and more memory resources for weight storage. Hence, the first

three layers are chosen to be pruned equally for resource and throughput improvements. This

is done iteratively for a total of 40% of filters. For the first layer, the number of IFMs is 3,

meaning SIMD ≤ 3. The number of PEs and MMV is restricted by the number of OFMs and

OFM dimension respectively, hence MMV ≤ 54 and PE ≤ 60 (as the OFMs are reduced

to 60 after pruning and model fine-tuning). Also SIMD = 3, PE = 60 &MMV = 18 are

set. In order to avoid resource inefficiencies, the MMV is restricted to 18 in this case as the

throughput mustn’t exceed the latency of the SWU to construct the image matrix. To achieve

load balancing for all succeeding layers, the resources are allocated such that the estimated

cycles matches this first layer. The CONV layers consist of 97% of the total operations and

hence the throughput of the device is largely constrained by these layers. In this system design,

the last CONV layer writes to the host memory and FC layers are computed on the host

CPU. This is due to their large BRAM and low operations requirement. A large proportion

of the operations and weight + FM memory in the original TinyYolo network is in the last

two quantized layers. Hence, these layers are pruned to improve the load-balancing and
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TABLE 4.3. AlexNet and TinyYolo Implementation Resource Usage

AlexNet LUTs DSPs BRAMs Freq. FPS Acc.

Original 375,037 2,693 1,527 159 3,265 50.157% 49% 35%

Pruned-30% 228,104 1,938 1,057 172 3,530 50.334% 35% 25%

Pruned-40% 188,924 1,698 955 185 3,797 50.125% 25% 20%
TinyYolo

Original 179,265 500 2,731 233 1,189 47.827% 9% 63%

Pruned-50% 234,883 189 1,930 240 1,226 48.535% 3% 45%
Available 663,360 5,520 4,320

also reduce the number of BRAMs. Also, the number of second layer filters is doubled, as

increasing the number of PEs in that layer from 32 to 64 imposes minimal resource impact

and helps preserve accuracy during re-training.

4.7.1.2 Performance

The performance of both pruned and non-pruned versions of AlexNet are measured by im-

plementing the dataflow architecture on the Xilinx KU115 board. For the pruned topologies,

there are two alternatives for improving the hardware; 1) By fixing the model’s parallelism,

concurrency can be reduced and computational resources saved. This translates to a greater

ability to fit the model on low-cost FPGAs and achieve higher frequencies. 2) Increasing the

parallelism of the original architecture, which reduces latency and improves the FPS. Follow-

ing 1), the same parallelism is maintained for pruning AlexNet at 30% & 40% as displayed in

Table 4.3. This allows us to increase the frequency of the design up to 185Mhz. The frame

rate also improves whilst resources are significantly reduced: 40% pruning translates to a

reduction in LUTs by roughly 50% and BRAMs and DSPs by roughly 40%. For TinyYolo,

there is a slight increase in FPS whilst resources are again reduced: namely a 30% savings

in BRAMs for on-chip parameter storage. Note also that the pruning strategy improves

the accuracy of TinyYolo by 0.7mAP and AlexNet-30% by 0.2% and remains the same for
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TABLE 4.4. Scaling Up Parallelism For Pruned AlexNet

Original Pruned-30% Pruned-40%
Freq (MHz) 159 130 150

LUTs 375,037 410,073 302,325
BRAMs 1,527 1,333 1,156

DSPs 2,693 3,772 2,693
FPS 3,265 5,359 6,172

FPS/kLUT 8.70 13.14 20.44
FPS/BRAM 2.14 4.02 5.39

AlexNet-40% as the accuracy threshold η = 0. For 2) the parallelism of the implementation

is scaled up. A similar frequency to the original AlexNet network is achieved. Also, the

throughput is 6,172 FPS which is roughly a 2× speedup over the original network. This is

displayed in Table 4.4, along with a significant reduction in resources for the same accuracy.

By significantly decreasing resources in the first layer through pruning, the parallelism is able

to be scaled up in all other layers to improve FPS. Scaling for the original network was unable

to achieve the FPS reported for the pruned topologies due to device resource constraints.

4.7.2 Comparison To Previous Work

Thus far, the results discussed have been compared to an original implementation of AlexNet

and TinyYolo. A comparison to previous implementations is now presented in the literature

for the popular AlexNet benchmark in Table 4.5. The W/Act Prec) metric is for the weight and

activation precision. To calculate the FPS/BRAM against previous implementations, a direct

conversion of M20k to BRAM(18k) is assumed. Also, to calculate the FPS/kLUT 8-input

ALMs and 6-input LUT units are assumed to be equivalent. It is evident the design achieves

a highly superior 3.8× improvement in FPS, 4.9× in FPS/kLUT and 7.5× in FPS/BRAM

over previous state-of-the-art implementations. This demonstrates the largely efficient use of

resources in the design as the pruning strategy is able to remove redundant filters which don’t

contribute much to the overall accuracy and only impinge on the potential performance of the

design.

1Accuracy obtained from 1/1-bit AlexNet in [83]
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TABLE 4.5. Comparison to previous AlexNet implementations

Li16 [74] Aydonat17 [5] Moss17 [90] Ours
Device VC709 Aria 10 Aria 10 KU115
Freq 156 303 312.5 150

LUTs 273,805 246k (ALM) 427.2k (ALM) 302,325
BRAMs 1,913 2487 (M20k) 2000 (M20k) 1,156

DSPs 2,144 1,476 1518 2,693
W/Act. 16/16-bit 16/16-bit 1/1-bit 1/2-bit

Acc. - 56.0 44.21 50.1
FPS 391 1,020 1,610 6,172

FPS/kLUT 1.43 4.14 3.77 20.44
FPS/BRAM 0.20 0.37 0.72 5.39

4.7.2.1 Comparison To Other Pruning Techniques

The method is compared against the original network and two other filter pruning strategies:

1) the naive method of pruning each layer evenly and 2) traditional machine learning methods

which prune each layer according to their sensitivities. For the analysis, the sensitivities of

each layer are empirically determined by pruning each layer once at a time and analyzing

accuracy degradation for a given pruning rate. All methods prune to their pre-specified

tolerable losses. From Figure 4.7 it is evident that a significant improvement in the required

BRAMs and number of operations for all strategies. The resource-aware strategy outperforms

the other strategies as it only prunes layers which directly improve the desired performance

of the design. The other pruning methods aim to eliminate a high total number by filters

whilst preserving accuracy. This leads to filters being removed from all other layers, meaning

the resource-heavy layers cannot be pruned as much. This suggests that for FPGA imple-

mentations, the method of tailoring the pruning to the underlying architecture by prioritizing

resource-heavy layers is much more effective.

4.8 Summary

This Chapter presents a filter pruning method for customizing bitwise DNNs to FPGA

hardware. A novel quantization pruning heuristic is investigated which minimizes the error

in the weight values rather than the output feature maps. This is used to rank filters. The
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FIGURE 4.6. Total operations of networks for different pruning methods

FIGURE 4.7. Relative BRAM requirement for different pruning methods
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amount of filters to be pruned is then determined via a resource-aware evaluation of the

underlying FPGA architecture. We then compare using this method against previous work

which only considers the sensitivity of the weights rather than the underlying hardware.

Following this, we describe target FPGA implementation dataflows for which we use our

training methodology to customize our CNNs to. We then evaluate these methods and report

resource usage of the implementation for the pruned methods and the unpruned methods.

Lastly, we compare to state-of-the-art FPGA implementations to demonstrate state-of-the-art

performance in terms FPS, FPS/kLUT and FPS/BRAM.
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CHAPTER 5

Improving Quantization Of Bitwise Networks

Chapters 3 & 4 focused on training methods to reduce the number of required operations for

inference computation via network pruning. Both these Chapters utilized bitwise networks to

enable high performance implementations as they reduce the cost of arithmetic operations.

However, these techniques lack accuracy, particularly on complex datasets such as ImageNet.

Thus, in this Chapter, we explore how to improve the accuracy of bitwise networks whilst

attempting to maintain the hardware performance. To do this effectively, we must improve

learning capabilities and understand data movement in the underlying hardware.

This chapter discusses a novel training methodology for quantizing networks such that

the simplicity of the computation is preserved. As discussed in Section 2.3.4, for very

low-precisions such as bitwise networks with 1-8-bit activations, the information loss from

quantization leads to significant accuracy degradation. Our methodology aims to reduce this

loss by learning a symmetric codebook for particular weight subgroups. The subgroups are

determined based on their locality in the weight matrix, such that the hardware simplicity of

the low-precision representations is preserved. Empirically, we show that our methodology

can substantially improve accuracy for networks with extremely low-precision weights and

activations. Additionally, we demonstrate that this representation imposes minimal or no

hardware implications to more coarse-grained approaches.

Due to the ordering of the scaling factors maintaining data regularity, we show how the

network representations in this chapter can be computed similarly to a bitwise network with

some minor additional computational complexity. However, due to the addition of multiple

scaling factors in each layer, the codebook of weight values does not necessarily represent a

bitwise network as in Chapters 3 & 4 but rather a uniformly quantized FX network.
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5.1 SYQ: Learning Symmetric Quantization For Efficient

Bitwise Networks

As discussed in Section 2.3.4, quantized neural network training involves low-precision

networks having a set of full-precision weights which are quantized before inference. As the

quantization functions are piecewise and constant, the gradients of quantized weights are cal-

culated and applied to update their corresponding full-precision weights. Similarly, derivatives

of quantized activations are calculated by using a non-constant differentiable approximation

function. This type of training was first proposed as the Straight Through Estimator (STE) [8]

as discussed in Section 2.3.4. The problem is that without an accurate estimator for weights

and activations, there exists a significant gradient mismatch which impinges on learning.

Seemingly, as discussed in [85], activations are less sensitive to quantization than weights for

image classification problems due to weight reuse in Convolutional (CONV) layers affecting

multiple operations. To overcome this, methods such as increasing the weight codebook by

applying a scaling factor to all weights in a layer, provides better approximations for weight

distributions and greater model capacity [73]. This is computationally inexpensive and can be

represented as multiplying each weight layer’s matrix by a diagonal scalar matrix which only

requires storage of one value. Applying fine-grained scaling factors has also been shown to

improve accuracy by increasing model capacity [82], [100]. The problem with all of these

fine-grained approaches is either large storage requirements for the scaling factors or high

computational complexity due to irregular codebook indices. We present Learning Symmetric

Quantization (SYQ), a method to design binary/ternary networks with fine-grained scaling

factors which preserve these complexities. We do this by learning a symmetric weight code-

book via gradient-based optimizations which enables a minimally-sized square diagonal scalar

matrix representation. To reduce the large information loss from CONV layer quantization,

we use a more fine-grained pixel/row-wise scaling approach, rather than layer-wise scaling

in Fully-Connected (FC) layers. In the process, we significantly close the accuracy gap for

low-precision networks to their floating point counterpart, whilst preserving their efficient

computational structures. Our work makes the following contributions:
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• Our approach significantly improves the ability of convolutional weights to learn

low-precision representations. This is useful as most layers in modern network

architectures consist of convolutions which are typically the least redundant layers.

• The proposed method reduces the computational complexity of traditional fine-

grained low-precision scaling and imposes minimal hardware costs to layer-wise

scaling.

• On state-of-the-art networks such as AlexNet, ResNet and VGG, our method is

empirically shown to improve accuracy for 1-2 bit weights and 2-8 bit activations.

5.2 Related Work

Bitwise Networks: Most methods for training low-precision DNNs maintain a set of full

precision weights that are deterministically or stochastically quantized during forward or

backward propagation. Gradient updates computed with the quantized weights are then

applied to the full precision weights [17], [55], [78]. To produce state-of-the-art results on

larger models, [100] proposed scaling the quantized weights by the expectation of real-valued

weights to recover the dynamic range of each layer. Reference [73] also implemented a

similar technique for ternary networks and optimised a non-zero quantization threshold as a

function of the weight expectation. Other gradient-based optimization methods for the scaling

factor have been introduced [146].

Low-precision DNNs: Other methods of quantization have also been implemented, i.e. re-

training networks using incremental weight subgrouping to produce no accuracy loss for 5 bit

weights [143]. Multiple binarizations and a scaling layer were described in [113] to improve

accuracy and binarize the last layer. Logarithmic data representations were used to approxim-

ate the non-uniform distribution of the weights, activations and gradients down to 3-bits with

negligible accuracy loss [85]. Activations quantization has also been investigated with frame-

works created for varying activation bitwidths [144] and both weights and activations [99].

Improving the network learnability under low-precision weights and activations was analysed

in [10]. More fine-grained approaches of quantization have effectively clustered weights or
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grouped filters together and quantize differently based on their statistical distributions [24],

[82] . Increasing model capacity by applying scaling factors to positive and negative values

separately was proposed in [146].

Low-precision DNN Hardware: Also, many low-precision DNN hardware implementations

have been published [120], [43]. For example, FINN [31], [115] demonstrated the perform-

ance gains of being able to store all network weights in on-chip memory by implementing

binarized neural networks on FPGAs.

5.2.1 Low-precision Networks

Similarly to as discussed in Section 2.3.2, for low-precision DNNs, the distribution of full

precision weight matrices for each layer Wl are approximated by a function f , resulting in a

quantized weight matrix Ql:

Qli,j = f(Wl)i,j (5.1)

for Wli,j ∈ R and Qli,j ∈ C. The codebook C =
{
c1, c2, ..., cr

}
is a set of all possible values

for Qli,j where ci ∈ R and i ∈ R+ represent each codebook value and index respectively. For

example, binary and ternary weight spaces have C =
{
− 1,+1

}
and C =

{
− 1, 0,+1

}
respectively. As similarly discussed in Section 2.3.3, efficient functions for binarizing and

ternarizing weight parameters have been proposed as piecewise constant functions in [73],

such that:

Ql = sign(Wl)�Ml (5.2)

with,

Mli,j =

 1 if
∣∣Wli,j

∣∣ ≥ ηl

0 if − ηl < Wli,j < ηl

(5.3)

where M represents a masking matrix, η is the quantization threshold hyperparameter. η = 0

for binary networks and in our work we set η = 0.05×max(|Wl|) for ternary networks as in
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[146]. The issue with discretization of the weights, is that it leads to the vanishing gradients

problem [8]. To overcome this, an STE is defined to replace the zero derivatives from the

piecewise constant function in (5.2), by a non-zero surrogate derivative [55]. During training

Ql is used for inference and backpropagation, and the corresponding elements in Wl are

updated based on these gradients. Hence the STE is defined as:

∂Ê

∂Wli,j

=
∂Ê

∂Qli,j

(5.4)

where Ê is the error function for a network without scaling factors. After training, the full

precision weights are discarded and we require only the quantized weights for deployment.

Whilst these methods greatly reduce computational complexity by eliminating floating point

MACs, they increase the difficulty of learning.

5.3 Ordered Scaling Factor Representations

In this section we discuss the fundamentals of applying scaling factors to quantized weight

parameters and how they can be ordered for good hardware efficiency.

As discussed in Section 2.1.3 a CONV layer, all weights are typically represented as a

tensor Wl ∈ RK×K×I×N where K is the filter size, I is the number of input feature maps

and N , the number of output feature maps. In low-precision networks, each weight layer l

can typically be represented by a diagonal scalar matrix αl multiplied by quantized weight

matrix Ql and ideally Wl ≈ αlQl. Also, the activation function g can be approximated using

a piecewise constant activation function G. In our proposed method, we observe that by

ensuring quantization levels for W are symmetric around zero, we can construct efficient

square diagonal matrix representations of αl, which enable fine-grained quantization whilst

having minimal memory requirements (of size K or K2). This translates to a reduction in

overall model complexity and high prediction capabilities. Although, we restrict ourselves by

structured matrices and low-precision weights and activations, the network efficiently captures

information through our gradient-based symmetric quantizer which learns the diagonal

elements of αl during training.
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5.3.1 Reducing Information Loss Through Scaling Factors

The introduction of scaling factors improves learning capabilities by providing greater model

capacity and compensating for the large information loss due to binary/ternary quantization.

Scaling discrete weight representations requires multiplying all Qli,j by positive scaling factors

α ∈ R+. We want to find optimal scaling factors for each layer, αl, which minimize our error

function:

α∗l =α E(α,Q) s.t. α ≥ 0, Qli,j ∈ C (5.5)

with E representing the error function with scaling factors. Finding the optimal αl is vital

to reducing gradient mismatches in the forward and backward functions. It was proposed in

[144] as the mean of absolute weight values for each layer:

αl =
‖Wl‖1
Zl

(5.6)

where Zl is the total number of layer weights. The codebook for each layer after scaling

in (5.6) is symmetric: Ĉl =
{
− αl,+αl

}
and the scalars become per-layer learning rate

multipliers. Additionally, the STE in (5.7) reduces the gradient mismatch from (5.4) by

including information from the full precision weights:

∂E

∂Wli,j

=
∂E

∂Qli,j

= αl
∂Ê

∂Qli,j

(5.7)

Gradient-based optimizations for scaling factors were also introduced in [146] which ap-

plied different scaling factors for positive and negative Qli,j to improve model capacity and

accuracies. These are updated during backpropagation using gradients:

∂E

∂αpl
=
∑
i,j∈Sp

l

∂E

∂Wli,j

,
∂E

∂αnl
=
∑
i,j∈Sn

l

∂E

∂Wli,j

(5.8)

where initially αpl0 , α
n
l0

= 1 and Sl is the codebook indices for each layer, i.e. Spl ={
i, j|Wli,j ≥ η

}
and Snl =

{
i, j|Wli,j ≤ −η

}
. This allows each layer’s codebook val-

ues to be asymmetric around zero, such that Ĉl =
{
− αnl ,+α

p
l

}
. The codebook indices

are then highly irregular which increases computational complexity as the matrices cannot

be easily decomposed. For many existing DNN hardware implementations, we’d have to
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check the sign of every element before computation, leading to extra branching instructions

for conventional computing platforms such as CPUs/GPUs and additional logic for custom

hardware. The difficulty of designing low-precision networks which have both high learning

capabilities and computational efficiency can be solved by learning a symmetric codebook

during training and exploiting structured matrix representations.

5.4 SYQ Structural Representations

We now propose matrix representations of SYQ by partitioning the quantization into weight

subgroups. Diagonal matrix representations consist of mainly zeros and have non-zero entries

along the main diagonal. For a matrix D to be diagonal, D = 0 if Di,j = 0 ∀ i 6= j, and square

if D ∈ Rm×m. A square diagonal matrix consisting of all equal main diagonal entries is a

scalar matrix. A diagonal matrix αl is defined by the vector αl =
[
α1
l , ..., α

m
l

]
:

α = diag(α) :=


α1 0 .. 0 0

0 α2 .. : 0

: : .. αm−1 :

0 0 .. 0 αm


Diagonal matrix multiplication is very computationally efficient as it can be easily decomposed

and only the scalar vector requires storage.

5.4.1 Layers

CONV and FC layers have differing computational requirements and sensitivities to network

redundancies. CONV weights are reused many times across the input feature map whereas

FC weights are used only once per image. Hence, the quantization error of each weight in

a CONV layer impacts the dot products across the entire input feature map volume rather

than just once for FC weights. Thus, a fine-grained approach to CONV layers is effective at

compensating for this error. Quantized CONV weights are represented as a tensor Ql ∈ RZ

with Z = K ×K × I ×N . As typically I,N � K, it is optimal to have a diagonal scalar of
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FIGURE 5.1. Computational structure of pixel-wise (Left) and row-wise
(Right) subgrouping of a CONV layer (K, I = 3). The tensors represent
the weight layer structure during training and the matrices represent the matrix
decomposition for deployment.

sizeK×K or evenK2×K2 as only small scalar vectors are required for storage. By reshaping

the tensor Ql, we form a matrix Ql ∈ RẐ where Ẑ = K2 × (IN) or Ẑ = K × (INK) and

represent our scalar matrix multiplication as diag(αl)QT
l with the square diagonal matrix,

diag(αl) ∈ RK2×K2 or diag(αl) ∈ RK×K respectively. FC layers are represented as a matrix

Ql ∈ RL×H where H is the number of hidden nodes and L the activation neurons. As FC

layers are more robust to quantization, one learnable scaling factor (layer-wise) for the FC

layer can sufficiently approximate the distribution and also can be represented with scalar
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matrix computation. All elements in αl are then equal and we only require storage of one

value.

5.4.2 Subgroups

More fine-grained quantization can improve approximations of the statistical distributions

of weights. We implement pixel-wise scaling for CONV layers which involves grouping

all spatially equivalent pixels along the I × N dimension. This results in different values

for all the main diagonal elements in diag(α) ∈ RK2×K2 . With this representation, we

can still decompose the matrix computation along each pixel dimension and exploit the

parallel nature of convolutions as shown in Figure 5.1. We do this by creating subgroups

1 ≤ i ≤ K2 with codebook indices Sil =
{
j|Wli,j

}
. Other granularities such as row-

wise scaling involve grouping all pixels along a row or column (I × N ×K), resulting in

Sjl = Sil ∪ Si+1
l ... ∪ SKl where 1 ≤ j ≤ K (as illustrated in Figure 5.1) and also layer-wise

scaling: Sl = Sil ∪Si+1
l ...∪SK2

l . Different granularities affect both accuracy and computation

as further explored in Sections 6 & 7.

5.5 SYQ Training

In this section, we now describe the methodology to efficiently train SYQ networks.

5.5.1 Symmetric Quantizer

When training low-precision inference networks, the aim is to have the smallest possible

codebook. Typically, as the codebook size increases, a network will approach full-precision

performance but increase hardware cost. However, there are certain codebook representations

which are significantly more hardware friendly than others and won’t necessarily impose any

hardware costs. Given a codebook C, and the nonzero codebooks Cp =
{
ci|ci > 0

}
and
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Cn =
{
cj|cj < 0

}
, a quantizer is denoted as symmetric if:

∀ci ∈ Cp, ∃ |cj| ∈ Cn where ci = |cj| (5.9)

Learning this type of codebook requires updating one scaling factor during training for two

bi-polar codebook values. The gradient of each scaling factor for each subgroup becomes:

∂E

∂αil
=
∑
j∈Si

l

∂E

∂Wli,j

(5.10)

When computing binary/ternary weight representations followed by a scale, it is ideal to

have a codebook which is symmetric around zero, as the codebook storage requirements are

almost halved. This is because only the absolute value of the two symmetric values needs

to be stored. Additionally, codebook indices become highly regular and ordered for the

scalar multiply which greatly reduces computational complexity. The nature of symmetric

quantization enables the opportunity to implement fine-grained quantization (pixel/row-wise)

whilst maintaining the scalar matrix multiplication structure used in layer-wise scaling. This is

also advantageous as the scaling factors become fine-grained adaptive learning rate multipliers

for each pixel/row in a CONV layer, i.e. the STE becomes:

∂E

∂Wli,j

=
∂E

∂Qli,j

= αil
∂Ê

∂Qli,j

(5.11)

As the use of scaling factors can more accurately approximate subgroups and are gradient-

based, the gradient mismatch is significantly reduced for weight quantization which enhances

network learning.

5.5.2 Initialization

The solution to non-convex functions using gradient descent optimizations depend heavily

on parameter initialization to avoid vanishing or exploding activations/gradients and ensure

network convergence [35]. For low-precision networks, excessive gradient mismatches

between the forward and backward functions must be minimized, otherwise the gradients will

not propagate well. To deal with this concern, the scaling factors coefficients are initialized as

the mean of full precision weights in it’s corresponding subgroup. For example, the scaling
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factor in pixel-wise scaling is:

αil0 =

∑
j∈Si

l

∣∣Wli,j

∣∣
I ×N

(5.12)

Layer-wise scaling in FC layers has αl0 as the mean of all layer weights. By incorporating

information from the full precision weights, we aim to reduce the mismatch initially and the

scaling factors are then optimized during backpropagation.

5.5.3 Activations Quantization

Our forward path approximation to g in (??) uniformly quantizes a real number x ∈ [0,M ] to

a k-bit number:

G(x) =
1

2f
floor((2f )x+

1

2
) (5.13)

where floor represents the round down operation and M is the upper bound. M itself is

bounded by its arbitrary unsigned two’s complement fixed point representation where f is

the number of fractional bits and M = 2k−f − 2−f . Uniform quantization translates to a

reduction in hardware implementation complexity. To achieve this, we use the following STE

for the activations:

∂E

∂x
=
∂E

∂G
(5.14)

Differences in the forward and backward activation functions create a gradient mismatch

which can result in unstable and inefficient learning. To minimize this issue, we adjust M as

a hyperparameter. The overall SYQ training process is summarized in Algorithm 5.

5.6 Experiments

To demonstrate the versatility of SYQ, we applied it to several state-of-the-art benchmark

models, all with different network topologies. We use binary/ternary weights and varying

activation bitwidths for classification of the large-scale ImageNet dataset. The ILSVRC-2012

ImageNet is a natural high resolution visual classification dataset consisting of 1000 classes,
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Algorithm 4 SYQ Training Summary For DNNs.

Initialize: Set subgrouping granularity for Sil and set αil0 .
Inputs: Minibatch of inputs & targets (I, Y ), Error function E(Y, Ŷ ), current weightsWt

and learning rate, γt
Outputs: UpdatedWt+1, αt+1 and γt+1

SYQ Forward:
for l=1 to L do

Ql = sign(Wl)�Ml with η, using (5.2) & (5.3)
for ith subgroup in lth layer do

Apply αil to Sil
end for

end for
Ŷ = SYQForward (I, Y,Ql,αl) using (6.5)

SYQ Backward:
∂Ê
∂Ql

= WeightBackward(Ql,αl,
∂Ê

∂Ŷ
) using (5.11) & (5.14)

∂Ê
∂αl

= ScalarBackward( ∂Ê
∂Ql
,αl,

∂Ê

∂Ŷ
) using (5.10)

Wt+1 = UpdateWeights(Wt,
∂Ê
∂Ql
, γ)

αt+1 = UpdateScalars(αt, ∂Ê∂αl
, γ)

γt+1 = UpdateLearningRate(γt, t)

1.28 million training images and 50K validation images. Inputs are resized to 256 × 256

before being randomly cropped to 224× 224. We report our single-crop evaluation results

using Top-1 and Top-5 accuracy.

5.6.1 Networks

We compare our results to the full precision baseline and benchmark reference model ac-

curacies in Table 6.91, showing that SYQ training achieves similar accuracy to floating point.

This suggests the noise induced from replacing floating point weight layers with SYQ versions,

provides effective regularization during training. An AlexNet [60] variant is implemented

which eliminates dropout and includes batch normalization [58]. A mini batch size of 64 is

used, L2 weight decay of 5e-6, and our learning rate is initially 1e-4 with step decays of scale

factor 0.2. For ResNet [48], we test on the 18, 34 and 50 layer variations. Our batch size is
1Our ResNet and AlexNet reference results are obtained from https://github.com/facebook/fb.resnet.torch

and https://github.com/BVLC/caffe, respectively
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TABLE 5.1. Summary of Results for 8-bit activations and binary (1-8) and
ternary (2-8) weights

Model 1-8 2-8 Baseline Reference

AlexNet Top-1 56.6 58.1 56.6 57.1
Top-5 79.4 80.8 80.2 80.2

VGG Top-1 66.2 68.7 69.4 -
Top-5 87.0 88.5 89.1 -

ResNet-18 Top-1 62.9 67.7 69.1 69.6
Top-5 84.6 87.8 89.0 89.2

ResNet-34 Top-1 67.0 70.8 71.3 73.3
Top-5 87.6 89.8 89.1 91.3

ResNet-50 Top-1 70.6 72.3 76.0 76.0
Top-5 89.6 90.9 93.0 93.0

128, learning rate is initially 1e-3 with step decay of factor 0.2. We also test on a variant of

VGG-16 [109], using model-A in [49] with the spp layer replaced by a max pool and only 3

CONV layers rather than 5 for input size blocks of 56, 28 and 14, as in [10]. Batch sizes are

set to 32 and our learning rate is initially 1e-4 with a step decay of factor 0.2. The VGG and

ResNet models were initialized from floating point baseline weights. Full-precision weights

are used for the first and last layer. All other CONV layers are quantized with SYQ pixel-wise

scaling, FC layers with layer-wise scaling and the activations of all layers using (6.5).

5.6.2 Changing Granularity Via Weight Subgroups

Weight subgroups can be arbitrarily designed for a given hardware application. Table 5.2

shows accuracy differences between using row/layer-wise vs pixel-wise scaling on AlexNet

and suggests pixel-wise and row-wise are marginally different, especially for higher precisions,

but both are considerably more accurate than layer-wise. This demonstrates the effectiveness

of fine-grained quantization of CONV layers over layer-wise and promotes the exploration

for efficient representations of scalar computation. It also shows the effectiveness of row-wise

quantization as it typically incurs a smaller memory requirement with a small accuracy drop,

for a significant gain in the potential parallelism of the network.
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TABLE 5.2. AlexNet accuracy differences between using row/layer-wise and
pixel-wise symmetric quantization

Row-wise Layer-wise
Weights Act. Top-1 Top-5 Top-1 Top-5
1 2 -0.7 -0.5 -1.4 -2.2
1 8 -0.1 -0.3 -0.4 -2.2
2 2 +0.1 -0.0 -1.3 -1.5
2 8 -0.1 -0.1 -1.9 -1.7

TABLE 5.3. Comparison to previously published AlexNet results

Model Weights Act. Top-1 Top-5
DoReFa-Net [144] 1 2 49.8 -
QNN [55] 1 2 51.0 73.7
HWGQ [10] 1 2 52.7 76.3
SYQ 1 2 55.4 78.6
DoReFa-Net [144] 1 4 53.0 -
SYQ 1 4 56.2 79.4
BWN [100] 1 32 56.8 79.4
SYQ 1 8 56.6 79.4
SYQ 2 2 55.8 79.2
FGQ [82] 2 8 49.04 -
TTQ [146] 2 32 57.5 79.7
SYQ 2 8 58.1 80.8

5.6.3 Comparisons To Previous Work

We compare SYQ explicitly using AlexNet, ResNet-18 and ResNet-50 in Tables 5.3, 5.4

& 5.5 as they’ve been extensively studied in the literature. Our ternary results with 8 bit

activations (2w-8act) improves on the state-of-the-art for all three networks. Our 2w-4act

for ResNet-50 also improves on the state-of-the-art FGQ. This is also the case for binary

weights, such as 1w-8act ResNet-18 and AlexNet with 1w-2/4act. For extremely low 1w-2act

representations, SYQ also has a 2.7% increase in Top-1 accuracy over the state-of-the-art

HWGQ. This demonstrates SYQ’s superiority for producing high accuracy. Additionally, it

shows that multiple learnable scaling factors effectively reduce the gradient mismatch in the

forward and backward paths, translating to efficient learning under low-precision constraints.
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TABLE 5.4. Comparison to previously published ResNet-18 results

Model Weights Act. Top-1 Top-5
BWN [100] 1 32 60.8 83.0
SYQ 1 8 62.9 84.6
TWN [73] 2 32 65.3 86.2
INQ [143] 2 32 66.0 87.1
TTQ [146] 2 32 66.6 87.2
SYQ 2 8 67.7 87.8

TABLE 5.5. Comparison to previously published ResNet-50 results

Model Weights Act. Top-1 Top-5
HWGQ [10] 1 2 64.6 85.9
SYQ 1 4 68.8 88.7
SYQ 1 8 70.6 89.6
FGQ [82] 2 4 68.4 -
SYQ 2 4 70.9 90.2
FGQ [82] 2 8 70.8 -
SYQ 2 8 72.3 90.9

FIGURE 5.2. Top-1 training and validation error for binary AlexNet with
varying activation precisions

5.6.4 Varying Activation Bitwidth

The most important result is that SYQ efficiently quantizes networks with low-precisions for

both weights and activations. From Figure 5.2, we can see that lowering the precision of the

activations does not severely alter the training curve, suggesting that the gradient information

from pixel-wise scaling factors in SYQ compensates well for the loss of information. How-

ever, when quantizing down to 2-bits, the training error curve does become more volatile,

demonstrating instabilities in network learning. We also report the classification accuracies

for varying activations and bitwidths on AlexNet and ResNet-50 in Tables 5.3 & 5.5, which

shows that there is minimal discrepancy from the full-precision networks with as low as

4-bit activations. These results are extremely promising and have strong implications for

specialized hardware implementations of low-power DNNs.
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TABLE 5.6. Number of scaling factors and operations per layer, for different
techniques

Method Scalars Ops
Layer (DoReFa) 1 P
Row (SYQ) K P
Pixel (SYQ) K2 P
Asymmetric (TTQ) 2 P + Z
Grouping (FGQ) K2N/4 P
Channel (HWGQ/BWN) N P

5.7 Hardware Implications

In this section we discuss the computational implications of different scaling operations and

present a design for specialized hardware implementations.

5.7.1 Computational and Memory Complexity

Considering a CONV layer with Ops, P = K ×K × I ×N × F × F , where F is the IFM

dimension. The layer-wise scaling, as in DoReFa-Net, requires one scaling factor per P

operations. For channel-wise scaling in HWGQ and BWN, it requires N scaling factors as

there is one per output feature map, where typically N � 1. TTQ implements asymmetric

layer-wise quantization which requires two scaling factors per layer and P + Z operations as

we add a branching operation for each weight due to irregular codebook indices, as described

in Section 3.3. FGQ uses pixel-wise scaling for every 4 filters, whereas SYQ uses pixel-wise

scaling per N filters, hence it requires K2N/4 scaling factors and P operations. For pixel-

wise SYQ scaling, K2 scaling factors and P operations are required, where K = 3 for most

CONV layers in modern networks. For row-wise SYQ scaling it requires K scaling factors

and P operations. These results are displayed in Table 5.6, demonstrating the benefits of

maintaining a diagonal representation for the scalar matrix multiplication of each layer as we

either improve computational or memory complexity against all other fine-grained methods.

Another key benefit of SYQ is its amenability to highly parallel processors.
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5.7.2 Architectural Design

For the CONV layer, the operations are a sum of dot products between the input and kernel

filter. In order to reduce compute complexity, we increase the number of operations in each

dot product, while significantly decreasing the complexity of each operation. For example,

the size of the input vector, in the calculation of each dot product is: Lv = K2I . The number

of operations is OpLmul = Lv for multiplies and OpLadd = Lv − 1 for additions. Given that

we have a limited codebook for our weights, we can break it into sub-dot products where

we apply the scaling factor, αi, after we have computed the sub-dot product for that set of

symmetrically constrained weights. For pixel-wise quantization, the total multiplies becomes

OpPmul = Lv+K
2 and the total adds become OpPadd = K2(Lv/K

2−1)+(K2−1) = Lv−1.

However, the first term in each of these calculations can be done at significantly lower

precision. For multiplies this means a binary or ternary multiple - which can often be

implemented as a bit-flip. To compute this in specialized hardware, for layer-wise scaling, we

have a parallel MAC tree which consists of a multiply of an input and binary/ternary number

(represented as a dot) followed by an adder tree to sum up the outputs. Outputs of these are

fed into a multiplier to compute the scale, followed by an accumulator to store the outputs

before being fed into the activation function. This architecture is shown in Figure 5.3. For

every hardware block of this type, our per-pixel/row scaling only requires one additional ring

counter which stores scaling factors and shifts the input to the scaling multiplier through an

index counter as each row/pixel is finished computing which is computationally inexpensive.

As in the equivalent layer-wise scaling architecture, we can still maintain one multiplier in

hardware and only increase memory slightly to store the scaling factors. Table 5.7 shows

the resource and performance estimates provided by Vivado HLS of the described hardware

architecture for a target Xilinx ZU3 FPGA device at an estimated clock frequency of over 300

MHz. The main design is based on the MVTU described in FINN [115], with an extension

to 2-bit activations and pixel-wise and row-wise SYQ. The layer-wise baseline uses no

multiplies, as these can absorb into quantization thresholds for activations [115]. The MVTU

was configured for a convolution layer with I = 384, N = 256, K = 3, while scaling the size

of the MAC tree (SIMD) and the number of parallel processors (PE). As shown, the BRAM
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FIGURE 5.3. Hardware description of MAC for SYQ layers

TABLE 5.7. Resource Usage of a Matrix-Vector Processing Unit with Layer-
wise and Pixel-wise Quantization for target Xilinx ZU3

Config SIMD PE BRAMs LUTs (k) DSPs
Layer 32 32 64 29.8 4
Layer 64 32 64 56.5 4
Layer 32 64 64 58.9 4
SYQ(P) 32 32 64 29.4 36
SYQ(P) 64 32 64 56.1 36
SYQ(P) 32 64 64 57.7 68
ZU3 - - 432 70.6 360

(memory blocks on an FPGA (18k)) and LUT usage is almost identical, while the DSP usage

increases proportionally with the number of parallel output channels which are processed.

The increase in DSPs is not necessarily costly for the ZU3 as we are able to utilize more of

the total available resources. Resource usage is only shown for pixel-wise SYQ, as row-wise

only differed in LUT usage by less than 2%.
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5.8 Summary

In the previous chapters, we focused on techniques for compressing bitwise networks using

sparse representations to improve hardware performance and maintain accuracy. However,

achieving higher accuracy with low-precision is pertinent for DNN applications requiring

mission-critical decisions, especially on embedded platforms. In this chapter, we explored

improving the accuracy of bitwise networks whilst maintaining their hardware simplicity. The

SYQ training methodology focuses on designing efficient quantization methods for bitwise

neural networks. A representation consisting of fine-grained scaling factors was derived.

These scaling factors were learnt via gradient-based optimizations. The arithmetic includes

scaling factors such that the product of the scaling factor matrix and quantization matrix main-

tains regular data access patterns in hardware. This is ensured by ensuring the scaling factor

matrix is a diagonal matrix. This helps maximize the potential parallelism of implementing

the network in hardware. The training setup is described and results are evaluated on several

benchmark networks such as VGG, AlexNet and ResNet on the ImageNet dataset. We then

describe an architecture for implementing this type of arithmetic on specialized hardware.

This was followed by a resource exploration of the architecture on an FPGA.
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CHAPTER 6

Increasing Precision With Low Hardware Cost

In the previous chapter, we discussed how we can alter the numerical representation of our

networks to improve accuracy whilst maintaining hardware performance. This was done

through the addition of ordered scaling factors to more accurately quantize the network. The

improvements from this resulting representation can likely be attained on a broad range of

hardware platforms such as CPUs, GPUs, FPGAs and ASICs. In this chapter, we discuss

explore a new technique with a similar idea. We aim to improve accuracy further without

impinging on the hardware cost. Conventional methods to increase accuracy will maintain

the same fixed-point arithmetic and increase precision. This typically comes at at a cost

in hardware which is especially not ideal for resource-constrained environments such as

embedded platforms. In this Chapter, we increase the precision of our networks, however

we design a custom arithmetic using non-uniform quantization as a strategy to minimize

the hardware cost. This enables us to optimize the accuracy-hardware tradeoff. To achieve

this for DNN applications, the new design must not exceed the device’s capacity and the

implementation should not significantly degrade accuracy.

More specifically, in this chapter, we firstly design our custom arithmetic method for FPGA

hardware using reconfigurable constant coefficient multipliers (RCCMs) which offer a better

alternative for saving silicon area than utilizing low-precision arithmetic. RCCMs multiply

input values by a restricted choice of coefficients and can be implemented using only adders,

subtractors, bit shifts and multiplexers, meaning they can be heavily optimised for FPGAs.

We propose a family of RCCMs tailored to FPGA logic elements to ensure their efficient

utilization. To minimize information loss from quantization, we then develop novel training

techniques which map the possible coefficient representations of the RCCMs to neural
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network weight parameter distributions. This enables usage of the RCCMs in hardware, while

maintaining high accuracy. In Chapter 5, we introduced the concept of learnable scaling

factors. This inspired the learnable scaling factors in this training methodology, however

coarse-grained factors in the form of layer-wise are used.

We demonstrate the benefits of these techniques using AlexNet, ResNet-18 and ResNet-50

networks. The resulting implementations achieve up to 50% resource savings over traditional

8-bit quantized networks, translating to significant speedups and power savings. Our RCCM

with the lowest resource requirements exceeds 6-bit fixed point accuracy, while all other

implementations with RCCMs achieve at least similar accuracy to an 8-bit uniformly quantized

design, while achieving significant resource savings.

6.1 AddNet: DNNs Using FPGA-Optimized Multipliers

One limitation with traditional fixed point quantization is that it is uniformly quantized.

However, it has been demonstrated that a non-uniform quantization with the same number of

potential weights in the codebook can result in better accuracy. By alleviating the uniformity

restriction, the codebook may represent the desired full-precision neural network weight

distribution with less quantization error [85, 77].

It follows that reducing precision may not be the best method to save silicon area. Reconfigur-

able constant coefficient multiplications (RCCMs) are an alternative method to reduce FPGA

resources through time-multiplexing and resource sharing [20]. They are usually realized

using additions, subtractions, bit shifts and multiplexers, meaning multiplies are implemented

without requiring digital signal processing (DSP) blocks on an FPGA. However, RCCMs are

restricted to a given number of target coefficients; this has restricted their use to digital signal

processing application domains including digital filtering and linear transformations, e.g.,

[47]. We propose a method, AddNet, to design RCCMs with coefficient sets that approximate

the desired distribution of neural network weights [27]. Furthermore, we develop a method

to train neural networks to take advantage of RCCMs. In doing so, we demonstrate that
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using AddNet to optimize neural networks outperforms low precision arithmetic in terms of

accuracy for a given silicon area budget.

AddNet consists of the following stages. First, we design a family of RCCMs which are

customized to the underlying logic elements on the FPGA. These exhibit very low resource

usage and have varying coefficient sets. The RCCM coefficient set whose distribution

best replicates the weight distribution of a pre-trained network is chosen and the network

is re-trained with weights restricted to these coefficients. This allows the optimizer to

update network weight parameters during training while incorporating information about

the underlying hardware. This study does not consider the embedded multipliers present in

all modern FPGAs; in practical implementations, we envisage different CNN layers using

embedded multipliers or our RCCM, depending on resource and throughput requirements.

The trained network is able to learn a representation compatible with the underlying optimized

RCCM, achieving both high performance and accuracy. This allows a significant reduction in

resource usage for a given throughput, making our designs suitable for resource-constrained

implementations. Additionally, we can scale the parallelism of the design to achieve much

higher frame rates for similar resource usages. Specifically, our work makes the following

contributions:

• A novel family of arithmetic RCCM circuits tailored to the FPGA fabric for neural

network applications which significantly reduces resource requirements.

• A distribution matching technique which allows a specific RCCM to be selected

based on the required distribution of weights in a CNN, and a training algorithm

which finds solutions compatible with the selected RCCM.

• We demonstrate our method achieves significant improvement in accuracy over

low-precision (1-6 bit) implementations, and significant reductions in Look-up Table

(LUT) usage over 8-bit fixed point precision with no loss in accuracy for state-of-

the-art networks such as ResNet [48] implemented in fixed-point. Moreover, weight

storage requirements are reduced through implicit weight sharing.
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The remainder of the this Chapter is structured as follows: Section 6.2 provides a background

to training CNNs and constant coefficient multipliers. In Section 6.3, recent state-of-the-

art research on quantization training and hardware architectures for the implementation of

CNNs is reviewed. Our methodology for designing our RCCMs is described in Section 6.4.

Our training techniques and selection of RCCM is presented in Section 6.5. The hardware

architecture used for evaluating the effects of our methods is described in Section 6.6, followed

by training and resource usage results in Section 6.7. Finally, we conclude the article in

Section 6.8.

6.2 Background

An alternative to reducing the precision of weight parameters, is to use a weight sharing

approach [11, 126]. Weight sharing involves choosing a finite set of full-precision weights

indexed by a codebook. Typically, these weights are chosen to match the desired distribution

to reduce information loss, unlike traditional fixed-point quantization where weights are

uniformly distributed. Keeping the number of different weights in the codebook small

reduces the word size of the indices leading to a small memory footprint. However, weight

sharing is normally not applied in FPGA implementations as the weight mapping process

introduces additional delays in the critical path of the circuit and requires extra hardware.

Furthermore, higher precision arithmetic units also consume more area. For the proposed

RCCM, an implicit weight sharing is utilized, reducing coefficient memory without requiring

any mapping hardware. Meanwhile our RCCMs are optimized for FPGA hardware meaning

they consume less area than fixed-point equivalents.

6.2.1 Small Softcore Multipliers

Due to the low precision requirements of neural networks, efficient implementations of small

multipliers recently have gained growing interest [67, 33]. As FPGAs provide embedded

multipliers it seems natural to use them. For small multiplications, there is a way to perform

two multiplications up to 8×8 bit in a single DSP of typically 18 bit [33]. In case the embedded
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multipliers are not sufficient, efficient logic-based (i.e. softcore) multiplier implementations

are necessary. The use of radix-4 Booth encoding together with an FPGA mapping that maps

both Booth encoder and decoders in the same LUT showed to be the most efficient way to

implement softcore multipliers leading to up to 50% resource reductions [123, 64] on Xilinx

FPGAs. Unfortunately, they are only this efficient for large word sizes of 16 bit and above.

For lower word sizes, Xilinx Coregen showed the best results [64]. An optimization which

is particularly suited for small multipliers by re-structuring common multiplier algorithms

was recently proposed in [67]. They were optimized for Intel Stratix 10 FPGAs showing

the smallest resources and latency. The optimizations described in our work add further

constraints designing multipliers which do not allow arbitrary fixed-point number support.

This is achieved by applying concepts from reconfigurable multipliers.

6.3 Related Work

As discussed in Chapters 3, 4 & 5 quantization methods for neural networks have been

explored with the aim of achieving efficient inference in hardware. An efficient way of

training networks with different forward and backward function was introduced in [8]. This

led to new derivations of uniform quantization functions for low-precision neural networks

in [16, 144]. In Chapter 5, SYQ [30] further explored the importance of initializations and

designing a quantization function which reduces the forward and backward mismatch. State-

of-the-art accuracies were achieved under low-precision weights and activations. This inspired

the derivation of the distribution matching initialization method for efficient quantization.

Effective non-uniform quantization forms were also explored in the form of log representations

[85]. This form can also compute multiplierless multiply-accumulates (MACs), however the

distribution of the representations is restricted to the log domain.

There have been several accelerator architecture designs for low-precision CNNs with uniform

quantization arithmetic. Recent literature includes commercial architectures [1, 127] and also

academic approaches [22, 46, 119, 2, 39]. The benefits, in terms of power and throughput, of
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fitting a design on-chip was described in [116]. Other FPGA architectures have been imple-

mented to utilize the highly amenable nature of CNNs which constrain weight parameters to

be only binary or ternary representations [91, 121]. With restrictions in the efficiency of both

software and hardware implementations of neural networks, software-hardware co-design

is considered an effective approach to achieve optimal performance [66], [132]. A method

for designing a quantization function for both increasing accuracy of binarized CNNs while

maintaining efficient multiplierless hardware was proposed in [34]. Additionally, an efficient

LSTM implementation in [44] utilized load-balance-aware pruning to achieve both network

compression and high hardware utilization. Similarly, training highly sparse ternary networks

and designing efficient CNN hardware for exploitation was described in [121]. To the best

of our knowledge, AddNet is the first quantization scheme which embeds reconfigurability

directly into its representations.

6.4 AddNet Reconfigurable Multipliers

In this section, we introduce reconfigurable multipliers and describe their design in AddNet.

6.4.1 Reconfigurable Multipliers

A constant coefficient multiplier is a circuit which computes y = cx, using only additions,

subtractions and bit shifts, where c is some pre-defined number. For example, to compute

y = 6x in terms of additions and shifts, we can use

(x << 2) + (x << 1) = 6x (6.1)

The "<<" operator represents an arithmetic left shift.

An RCCM is a circuit which computes y = csx where cs is an element from a discrete

coefficient set C = {c0, c1, . . . , cN−1}, chosen from a dlog2(N)e bit select signal s [114].

RCCMs are usually realized using additions, subtractions, bit shifts and multiplexers (MUXes).

Previous work has shown potential for reducing resource usage compared to a generic

multiplier, especially for small values of N [20, 114, 87, 88].
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FIGURE 6.1. Example of a reconfigurable multiplier with the coefficient set
{12305, 20746}

figure 6.1 shows an example of an RCCM with coefficient set C = {12305, 20746}. In this

example, there is one 2:1 multiplexer for each adder, each having s as the select line input.

The three adders sum various shifted versions of x. Each adder is assigned a coefficient set

where the value of each row corresponds to the multiple for each configuration. For instance,

the top-most adder computes:x+ (x << 1) = 3x if s = 0

x+ (x << 2) = 5x if s = 1
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The bottom-most adder outputs the final output y with coefficient set C = {c0, c1} =

{12305, 20746} multiplier-less by:

y =



x+ ((x << 3) + ((x+ x << 1) if s = 0

<< 11) << 1) = 12305x

(x << 8) + ((x+ x << 2)+ if s = 1

((x+ x << 2) << 11) << 1) = 20746x

By utilizing multiplexers in this way, the computation of c1 = 12305 is able to reuse the

adders from computing c2 = 20746, and vice-versa.

To date, prior research with RCCMs has focused on the design of an RCCM for a predefined

set of target constants (e.g., obtained from a digital filter design). This design using minimal

resources is an NP-complete optimization problem [87]. However, we want to use RCCMs

in neural networks where the coefficients (weights) are not known in advance. As a result,

we invert the RCCM design, and instead of searching for an RCCM circuit for a given

coefficient set, this work aims to find one with very low resource usage and a maximum of

“useful” coefficients. This low-cost RCCM then replaces multipliers in a conventional CNN

implementation. Instead of storing the coefficients, the corresponding select values are stored,

which also has the side-effect that it requires fewer bits of storage than the direct coefficient

value.

6.4.2 FPGA Multiplier Mapping

We searched for building blocks that efficiently map to the logic fabric of an FPGA. Our

designs are optimized for the latest Xilinx FPGAs (Virtex 5+6, the 7th generation FPGAs and

UltraScale/UltraScale+ FPGAs), but similar circuits can be found for other FPGAs. For these

devices, a slice provides either 6-input LUTs with a single output (used in Topology A) or two

5-input LUTs with shared inputs (used in Topology B) (Refer to Section 2.6.2 for definitions

of LUTs and slice). As such, we designed our base topologies to ensure the MUXes fit into

the same LUTs that are required for the adders.
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FIGURE 6.2. Base topologies used to build reconfigurable multipliers

figure 6.2 shows the two base topologies used to build the RCCM units in this work. Each of

these consists of an adder with at least one input being the output of a MUX. These topologies

allow operations of the form±Ap±Bq. For Topology A,Ap can consist of up to four different

input values (p ∈ 1, .., 4) with A4 = 0 and Bq can only take one value, (q = 1). For Topology

B, p ∈ 1, .., 3 with A3 = 0 and q ∈ 1, 2, with B2 = 0. The sign and source signals are

selected using a 2-bit input signal s. Since there are more possibilities than MUX inputs, a

function σ(s) is used to choose the actual operation, where σ(s) is determined at design time,

but may be different for each individual RCCM. Note that there is another possibility to map

more input sources to the adder as described in [86], however to ensure the topology fits into a

single LUT, this comes at a cost of less select inputs. Through our experimentation, we found

that the chosen topologies were sufficient for creating RCCMs with a desired coefficient set

to simplify the training process. This is further described in Section 6.5.

All contemporary FPGA devices are similar in that their logic blocks consist of LUTs followed

by a fast carry chain. Hence, a simple adder can be extended by multiplexers with no additional

cost for certain multiplexer sizes when carefully selected for the target device. The detailed

slice mappings of our base topologies are shown in figure 6.3, highlighting how our design

consumes exactly the same silicon area as a traditional ripple-carry adder with the same word

size on that FPGA (which would only implement the XOR gate to complete the carry logic to

a full adder).
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FIGURE 6.3. Bit level FPGA slice mapping of base topologies of figure 6.2.
This is applicable to any FPGA using 6-input LUTs, including Xilinx Ultras-
cale and Intel Stratix X devices

.

6.4.3 Architectures Considered

The base topologies described above can be combined in many ways to design RCCM

units. Topology A has the advantage of a potentially larger coefficient set as it allows

three different sources at input Ap. On the other hand, Topology B has the property that

input Bq can be negated or zeroed, which provides symmetric coefficients around zero (as
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TABLE 6.1. Properties of the evaluation of the proposed RCCM units with
maximum possible set size S = 2ws

RCCM ws #unique coefficient sets

2-Add 4 1145
3-Add 6 44198
4-Add 8 4040952

FIGURE 6.4. Selected RCCM circuits

Ap − B1 = −(−Ap + B1)). We designed three different RCCM architectures from these

topologies shown in figure 6.4. These consist of one to three elements of Topology A in the

early stages and Topology B at the output stage to ensure symmetric coefficients. Symmetric

coefficients improve the ability to match the distribution of the coefficient sets to the pre-

trained neural network weights which are typically also approximately symmetric around

zero. The benefits of this are further discussed in Section 6.5. Note also that these designs

can be trivially pipelined.
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As can be seen in figure 6.4, the Ap inputs to the topologies are all connected to left shift

operations ϕij , which are all hard-wired since these do not require any LUT resources. It

follows that the supported coefficient set depends on the operation mapping function σ(s)

and the fixed bit shifts ϕij . As mentioned in Section 6.4.2, each instance of base Topology A

or B consumes the same area as a traditional ripple-carry adder. Hence, as the RCCMs of

figure 6.4 consists of 2, 3 and 4 base topologies, they are, respectively, called 2-Add, 3-Add

and 4-Add RCCMs in the following.

The obtained RCCM architectures can multiply with up to 2ws different coefficients where

ws denotes the total number of bits used for the select signal. For the 2-Add, 3-Add and

4-Add RCCMs, this translates to ws = 4, 6 and 8 respectively, as can be seen in figure 6.4.

We chose to evaluate coefficient sets where Topology A had 4 different mapping functions

and Topology B a single one. In addition all maximum bit shifts were set to ϕmax = 3. This

limits the total number of unique combinations, as shown in table 6.1. With these coefficient

sets, an exhaustive enumeration of possible coefficient combinations is feasible with a few

minutes of computation time. This allows us to then find the desired coefficient set based

on its similarity to the pre-trained neural network weight distribution. We note that it may

be possible to improve on our results by exploring more mapping functions, which would

generate a larger number of unique coefficient sets, but at the cost of longer execution time.

6.5 AddNet Training

The previous section described a family of optimized multipliers. In this section, we now

address the issue of finding the best coefficient set for a given neural network. As discussed in

Chapter 1, neural networks can typically tolerate a certain amount of regularization for their

weight representations before the accuracy is impinged upon. Thus our strategy is to utilize

this knowledge and select an RCCM coefficient set which exhibits a distribution similar to the

distributions of the neural network weights and re-train the network to learn the representation

of the coefficient set.
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FIGURE 6.5. Distribution for CNN weights and constant multiplier coefficients

6.5.1 Distribution Matching

To achieve high accuracy in quantized neural network training, it is important to reduce

quantization error by using a function which can efficiently map its representations to the

full-precision values. This is important to minimize information loss and to achieve a

good initialization for training [30]. Fixed-point representations using quantization typically

uniformly partition the weight parameter space. However, representations using RCCM

coefficient sets discussed in Section 6.4 are non-uniformly partitioned and can vary in size,

range and the nature of the distribution. Thus, for efficient training, we choose an RCCM

with a coefficient set to match the distribution of a pre-trained model. We use the Kullback-

Leibler divergence [63] as a measure of the similarity of two distributions. Let R denote

the distribution of the coefficient set of the RCCM, and P is the reference distribution of

the pre-trained model weights and N the total number of weights. The Kullback-Leibler

divergence DKL is defined as

DKL(P‖R) =
N−1∑
i=0

P (i) log
P (i)

R(i)
. (6.2)

Thus, for each enumeration of the coefficient sets, we measured the divergence DKL to the

pre-trained network weights and selected the top-5 sets with the smallest divergence. We call
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TABLE 6.2. Optimized RCCM coefficients

arch. #coeff Coefficient set (±)

2-Add 15 0 1 2 8 28 36 44 92

3-Add 59 0 1 2 3 4 5 6 7 9 10 12 13 14 16
23 29 30 32 63 69 70 72 87 93 94
96 119 125 126 128

4-Add 207 0 1 2 4 5 7 8 9 11 13 14 15 16
18 19 20 21 22 23 24 25 26 27 28
29 30 31 32 33 34 36 37 38 39 40
46 48 54 58 64 69 70 71 74 75 76
78 80 81 82 84 85 87 94 96 102
114 118 126 134 142 150 166 174
182 190 194 198 206 214 222 230
238 246 258 262 270 278 286 302
310 318 326 334 382 398 446 450
526 566 574 582 614 622 654 662
670 686 694 710 766 782 830
1214

this technique distribution matching. From the top-5 sets, we selected the set with the largest

number of coefficients, to maximize the number of representable states for the weights during

re-training. As a secondary criteria, we only selected coefficient sets that include zero. Note

that a zero weight could alternatively also be realized by resetting the output flip-flop in a

pipelined implementation. Since this leads to an additional select-bit, that has to be stored in

the coefficient memory or a separate decoder, this was not further investigated.

To give an example, the weight distribution (using 31 bins) from AlexNet on ImageNet is

given in figure 6.5 (a). As shown, the weight parameters in this example follow a distribution

similar to a Gaussian distribution, meaning that small weight values near zero occur much

more often than large values. The coefficient sets of the RCCM circuits of figure 6.4 with the

best distribution matching are given in table 6.2. Their distributions are shown in figure 6.5

(b), (c) and (d), which are similar to the pre-trained model. We call these optimized 2-Add,

3-Add and 4-Add RCCM circuits.

The exhaustive search for coefficient combinations yields distributions of different nature,

meaning this method would most likely be able to efficiently map to other potential network
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TABLE 6.3. Configuration parameters of the the RCCM units

s1 s0 shifts

R
C

C
M

ty
pe

00 01 10 11 ϕi1ϕi2ϕi3ϕi4

AI A1+B1A2+B1A3+B1 B1 0 1 3 2
2-

A
dd

B -A1+B1-A2+B1 A1-
B1

A2-
B1

0 3 2 –

AI A1+B1A2+B1A3+B1 -A2+B10 2 3 3
AII A1+B1A2+B1A3+B1 -A1+B10 1 3 0

3-
A

dd

B -A1+B1-A2+B1 A1-
B1

A2-
B1

0 3 0 –

AI A1+B1A2+B1A3+B1 -A3+B10 1 3 0
AII A1+B1A2+B1A3+B1 -A2+B10 1 3 1

4-
A

dd

AIII A1+B1A2+B1A3+B1 -A1+B10 1 3 3
B -A1+B1-A2+B1 A1-

B1
A2-
B1

0 3 1 –

TABLE 6.4. Accuracy change from optimized distribution matching on
AlexNet for the 2-Add case

Unoptimized Distribution Matching 32bit Float.

Top-1 53.8% 55.8% 55.1%
Top-5 76.9% 79.8% 79.2%

weight distributions. To further justify our approach of distribution matching, we also study

an RCCM with an unoptimized choice of coefficient set with differing distribution nature.

figure 6.5 (e) shows the distribution with the worst (i.e., largest DKL) divergence score for

63 coefficients. It is not obvious that the corresponding coefficient set, C = {0 8 12 14

16 18 20 21 23 24 36 38 40 42 44 45 47 49 51 52 54 56 58 60 68 70 72 74 76 77 79 88},

would lead to poor CNN inference accuracy. However, as shown in table 6.4, when used with

AlexNet [62] in the 2-Add case, Top-1/Top-5 accuracy is 53.8%/76.9% (results are presented

as a Top-k percentage, where a classification is considered correct if the actual class is among

the highest k probabilities). With distribution matching, the accuracy is 55.8%/79.8%, which

is significantly better than the unoptimized set and equivalent to full-precision floating point

accuracy.
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6.5.2 Weight Quantization

To both exploit our RCCM and achieve high accuracy, our network should be trained to

match the underlying inference hardware. During our fixed-point training, for each layer l,

we firstly clip the weights so that wl ∈ (−M,M), where M is a range hyperparameter, at

each inference step and then quantize them to fixed-point representations. As discussed in

Section 6.4 our multiplier consists of a fixed point input and a value from C. During AddNet

training, we introduce a function whereby every floating point weight is quantized according

to

q(wl) = arg min
ci∈C′
|ci − |wl|| (6.3)

where ci ∈ C ′ represents the possible positive coefficients of C scaled by λl. Here, (6.3) aims

to minimize the quantization error between the quantized weight values and the representations

in our coefficient set. The scaling with λl is done so that qi ∈ (−M,M) where M is initially

the range of the pre-trained model. By using distribution matching, we minimize this

quantization error to achieve an efficient initialization. We then re-train the network using

the straight through estimator (STE) approach as described in [8]. This approach allows a

non-differentiable function defined in the forward path to use a non-zero surrogate derivative

function in the backward path gradient calculations. Thus, in our case, we allow:

∂L

∂q
=
∂L

∂w
(6.4)

where L is the loss function. The quantized weights q(wl) are used for inference in the

forward path and the floating point weights wl are updated in the backward path. During

training, λl becomes a parameter which is also updated during backpropagation. By using

a representation compatible with the multiplier in the forward path, the network learns a

representation both high in accuracy and hardware efficiency. After training, the floating point

weights are discarded and q(wl) is used for hardware deployment.
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Algorithm 5 Training a CNN using AddNet representations
Initialize: Pre-train model
Set adder size
c = DistributionMatching(σ(s)) using (6.2)
Inputs: Minibatch of inputs & targets (I, Y ), Loss function L(Y, Ŷ ), current weightsWt

and learning rate, γt
Outputs: UpdatedWt+1, λt+1 and γt+1

Forward propagation:
for l=1 to L do

Ql = Quantize(Wl) using (6.3) and (6.5)
end for
Ŷ = ForwardPropagation (I, Y,Ql) using (6.5)

Backward Propagation:
∂L̂
∂Ql

= WeightBackward(Ql,
∂L̂

∂Ŷ
)

∂L̂
∂λl

= ScalarBackward( ∂L̂
∂Ql
,λl,

∂L̂

∂Ŷ
)

Wt+1 = UpdateWeights(Wt,
∂L̂
∂Ql
, γ)

λt+1 = UpdateScalars(λt, ∂L̂∂λl
, γ)

γt+1 = UpdateLearningRate(γt, t)

6.5.3 Activation Quantization

As initial training results did not show accuracy degradations compared to activations larger

than 8-bit two’s complement, we first uniformly quantize the activations to 8-bit. We also

selected the input word size of the RCCM accordingly. In the forward path, we approximate

the function g in (??) with G, which uniformly quantizes a real number x ∈ [0,m] to a k-bit

number:

G(x) =
1

2f

⌊
2fx+

1

2

⌋
(6.5)

where b·c returns the greatest integer less than or equal to the argument and m is the upper

bound. m itself is bounded by its arbitrary unsigned two’s complement fixed point representa-

tion where f is the number of fractional bits and hence m = 2k−f − 2−f . A summary of the

training process is given in Algorithm 5, which is similar to references [15, 116], with the

addition of distribution matching and incorporating the quantization scheme of (6.3).
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6.6 Experimental Setup

In this section, we present the system used to evaluate the benefits of our AddNet optimizations.

We implemented the circuits in Figures 6.2, 6.3 and 6.4 in the hardware description language

(HDL) VHDL, as they were more naturally described in a HDL than using other high level

synthesis tools. We then chose to integrate it into the open source FPGA CNN Library

by Alpha Data in VHDL [3], which provides basic neural network layers for generating

custom 8-bit fixed point CNN implementations. We instantiate the multiplier in replace of

the traditional VHDL fixed point multiplication used in the original Alpha Data source code.

This is used as our hardware library.

The bitstream generation workflow is illustrated in figure 6.6. After defining the CNN archi-

tecture and pre-training the network, the RCCM coefficients are calculated using distribution

matching. The user provides this information to our AddNet tensorflow software library which

then trains the network for a specified adder size. Once trained, the weights are written to a file.

These weights, along with the parallelism factors and architectural preferences are provided

to the hardware library. The bitstream is then generated using Vivado 2018.1 with both the

Peripheral Component Interconnect Express (PCIe) interface and Network Accelerator Core

which are downloaded onto the FPGA. We tested both our tensorflow inference and hardware

accelerator output to ensure correctness of the design.

6.6.1 System Overview

The Network Accelerator core is integrated with a PCIe interface as illustrated in Figure 6.7

(a) which uses a streaming approach to direct memory access (DMA) data at an efficient rate

across the PCIe bus and back. The design is targeted to the Alpha Data ADM-PCIe-8K5 board

with a Xilinx KU115 FPGA, which consists of 2160 BRAMs (36K), 5520 DSPs and 663,000

LUTs. A board-specific PCIe Alpha Data IP core is used to interface between PCIe and

our network accelerator core. This IP core can be configured to provide and consume AXI4

DMA streams of width 256 bits at a clock rate of 250 MHz in response to API function calls

from the host. This stream width is reduced to match the buffer sizes for the inputs (24 bits)
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FIGURE 6.6. Bitstream generation design flow

FIGURE 6.7. Hardware Accelerator System Design

and weights (4 . . . 8 bits) which control data ingress. The weight data is sent in contiguous

bursts to each layer in the Network Accelerator core to match the expected input behavior.

DMA channel 0 is used to provide the input data for layer 0 and weights are initialized on

DMA channel 1. The layer output is sent back over PCIe using a separate DMA channel.
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Additionally, a memory mapped direct slave port is used to access a bank of registers which

can be read by the host to measure performance.

6.6.2 Network Layer Accelerator Core

The Network Layer Accelerator Core performs the MAC operations in parallel to compute the

convolution as in equation (2.10). The core receives input from the feature and weight buffers

and writes to the output buffer. The feature and weight buffers stream data into a serial to

parallel converter to fan-out the data to n parallel Processing Elements (PEs). This is shown

in Figure 6.7 (a). Once all data reaches the PE, up to p multiplications between features and

weights are performed in parallel, and the results accumulated. Here, we replace the standard

8-bit multiplier with our AddNet constant coefficient multiplier described in Section 4 to

reduce the cost per MAC over fixed point implementations. The data is then accumulated

before being fed into a ReLU activation function. The output then fans-in via a parallel

to serial converter before being streamed out of the current layer and into the subsequent

layer. After fanning in, the feature stream data is multiplied by an 8-bit scaling constant λl,

which is pre-computed. The number of multipliers is significantly larger than the number of

layers in neural network designs. Hence, although we add one additional scale operation per

layer, it only constitutes a tiny proportion of the overall area in comparison to high precision

architectures.

6.6.3 Architectures

To quantify the benefits of the AddNet optimizations, we use two different architectures with

2-Add, 3-Add and 4-Add RCCMs, as well as traditional 8-bit fixed point. The architectures

we study are a single layer CNN accelerator and a full AlexNet-variant network [62] which

reduces the filter size in the first layer to 7x7 and changes the stride of the first and second

layers to 2. The single layer implementation represents a loopback architecture. To implement

a full network using this architecture, data is sent between the host and FPGA after each layer

is computed sequentially. To minimize the amount of loopback iterations, we instantiate 2048
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PEs as this equates to the number of neurons in the largest layer for all our networks. As such,

we can compute all layer output feature maps for any of our networks during each loopback

iteration. The AlexNet implementation represents a full dataflow where all convolutional

layers are processed on the FPGA. For all AlexNet implementations using RCCMs, the first

layer uses the 4-Add RCCM. This was because a higher number of coefficients was required

in the first layer to achieve higher accuracy.

Both architectures were developed by AlphaData, we have not added any optimizations aside

from our arithmetic operators. This enables us to focus on the benefits of our optimizations;

we believe AddNet could improve on any 8-bit fixed-point deep learning circuit.

6.6.4 Memory Use

One important advantage of the RCCM designs is the reduction in the number of coefficients

required for storage. Instead of storing the coefficients cs, only the index s has to be stored.

This is similar to the weight sharing approach. However, no decoder circuit is necessary to

realize the codebook as this is implicitly done by the proposed RCCM. While the coefficients

in table 6.2 would require 8, 10 and 12 bit to represent in two’s complement, storing the index

requires only 4, 6 and 8 bits for the 2-Add, 3-Add and 4-Add, respectively. So, significant

savings in storage and memory bandwidth are possible for the 2-Add and 3-Add cases. For

the Kintex Ultrascale devices, BRAMs can be a 36K unit or 18K units. As the number of 36K

BRAMs are reported, the weight buffers at each PE are calculated as 0.5 to represent 18k

BRAMs or 1 to represent 36K BRAMs.

6.7 Results

We now display various hardware utilization and accuracy results to demonstrate applicability

in neural network computation. The hardware results were obtained after place and route

(PAR) using the Vivado 2018.1 design tool.
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6.7.1 Reconfigurable Multiplier Resources

First, we made a comparison of the resource usage of our proposed RCCM compared to a

generic multiplier. As generic multiplier, we selected the native Xilinx multiplier as it showed

the best results for low word sizes [64]. figure 6.8 shows the LUT resources for varying input

(activation) word sizes win from 3 to 16 bits. While the generic multiplier grows at about 7.4

LUTs/bit, the proposed 2-Add, 3-Add and 4-Add RCCMs only grow at 2, 3 and 4 LUTs/bit,

respectively. It can be seen that the 2-Add and 3-Add RCCMs always outperform the generic

multiplier for win > 4 bit while the 4-Add RCCM is only interesting for larger word sizes of

win > 9 bits. For the considered 9 bit activation, 55.2% and 32.8% of the LUTs can be saved

by using the 2-Add and 3-Add RCCMs. This improves further as we increase the activation

precision, suggesting that this multiplier and quantization method can be very effective for

CNN inference applications and potentially on-chip neural network training, which both

benefit from higher activations precision. For the multipliers used in this experiment, the

pipelined RCCMs can operate between 350 MHz (4 bit) and 250 MHz (16 bit) while the

generic multiplier can be clocked at between 200 MHz (4 bit) and 150 MHz (16 bit). Here, it

is expected that the generic multiplier can be faster for faster timing constraints at the cost of

additional resources.

6.7.2 Architecture Resource Utilization

In this section, we ran PAR experiments to compare our RCCMs against conventional 8-bit

multipliers in a single CNN layer. Table 6.5 shows the resource utilization as well as the

obtained speed.

The first row uses the fewest LUTs as multiplication is done in the DSPs. When DSPs are

disabled, LUT usage dramatically increases. Our 2-Add design achieves the highest frequency

at a significantly reduced LUT count compared to the 8-bit DSP disabled implementation.

However, we note that the LUT usage could be reduced if implemented with tree-structured

optimizations as in [67]. The 3-Add and 4-Add designs have more flexibility compared with

the 2-Add, but require slightly more LUTs and operate with reduced frequency.
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FIGURE 6.8. LUT results from synthesis for the proposed RCCMs and a
generic 8× win multiplier

TABLE 6.5. PAR result comparison one layer with 10 neurons (with and
without DSP mapping enabled)

Method LUTs FFs DSPs BRAM Freq. [MHz]

8-bit, with DSPs 238 1015 10 5 446.63
8-bit, no DSPs 1407 1515 0 5 355.11
2-Add 818 1421 0 5 464.11
3-Add 928 1365 0 5 415.15
4-Add 1179 1385 0 5 342.68

table 6.6 shows resource utilization for the two architectures, using the 2,3,4-Add and 8-bit

DSP disabled designs. The 2,3,4-Add cases all achieve significant LUT savings. The PCIe

interface uses 48 DSPs and 100 BRAMs. Weight storage memory reduction is also apparent

in the form of a decrease in BRAM utilization from 1557 in the 8-bit model to 1365 for 2-Add.

This is because the reduction in bits per weight by using 2-Adders results in a 50% savings

in BRAMs in the 3rd convolutional layer, as highlighted in table 6.7. This large savings is

due to the discrete size of Xilinx BRAMs. Xilinx BRAMs can be configured to have a data

width of 1, 2, 4, 9 and 18 bits. The wider the data width, the fewer number of words that

can be stored per BRAM. The required data width for each PE is given by the bits stored per
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TABLE 6.6. Summary Of PAR Utilization on the Xilinx KU115 for all arith-
metic types with PCIe interface included.

Xilinx Architecture 2-Add 3-Add 4-Add 8-bit 8-bit
KU115 disab. enab.

[3]. [3]

BRAM Conv Layer 1154 1154 1154 1154 170
(2160) AlexNet 1365 1557 1557 1557 1229

DSP Conv Layer 48 48 48 48 96
(5520) AlexNet 48 48 48 48 3760

LUTs Conv Layer 187.0 205.6 255.8 383.0 36.2
(663K) AlexNet 331.7 372.8 430.7 467.1 128.8

Estim. Conv Layer 7.6W 7.6W 7.8W 7.5W 7.2W
Power AlexNet 39W 44W 48W 52W 29W

TABLE 6.7. Per Layer BRAM usage, p represents the parallelism of the PE
and b represents the bits required to store each coefficient

p PE b BRAMs Memory (MB)

2-Add 8-bit 2-Add 8-bit 2-Add 8-bit

Conv1 4 96 8 8 96 96 0.04 0.04
Conv2 4 256 4 8 256 256 0.15 0.31
Conv3 1 384 4 8 192 384 0.44 0.88
Conv4 2 384 4 8 384 384 0.33 0.66
Conv5 2 256 4 8 256 256 0.44 0.88

weight, b multiplied by the parallelism of the PE, p. In the case of Conv3, where p = 1, by

reducing b to 4-bits, it is possible to store all the required weights for a PE using only a single

18K BRAM, in contrast to a 36K BRAM for the 8-bit case. In other layers where p is higher,

reduced memory use of 2-adders does not result in fewer BRAMs used due to their discrete

sizes.

In Table 6.6, we also present the estimated overall board power. Evidently there is an increase

in board power when we disable DSPs. This is due to the increase of LUT resources which

typically leads to more switching. However, comparing the 8-bit with DSPs disabled with

AddNet implementations, we see reductions in power. Again, this is largely due to the

reduction in LUTs.
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The silicon area savings could also be used to scale-up the parallelism to improve throughput,

reduce latency or fit the design on a smaller FPGA. For example, while the AlexNet and

Conv Layer implementations already have one PE per output feature map, we can increase

pl and compute more output feature map pixels in parallel to reduce the number of PE

iterations required to compute a layer. This trivial optimization could be applied when

accelerating most large neural networks. Typically such networks have lots of inherent

parallelism and high computational requirements, with FPGA accelerators implementing

some form of layer folding due to resource restrictions. This is especially the case for higher

precision implementations when accuracy preservation is paramount. Thus, the AddNet

multiplier is a very widely applicable tool for improving the parallelism of existing FPGA

DNN architectures. Alternatively, these area reductions allow the current design to fit on a

smaller device, such as the Xilinx VU3P, which would lead to expected reductions in power

consumption as less hardware is being used.

6.7.3 Frequency

The AlphaData CNN Library can operate conservatively at 250 MHz [3] and the critical path

lies in the PCIe interface. Therefore, since our RCCMs can operate at a higher frequency, it

does not translate to an increase in operating frequency of the overall system. However, as

mentioned in Section 6.4.3, the RCCMs designed can also be trivially pipelined to improve

their operating frequencies. As the multipliers were additionally implemented without

the PCIe interface as both standalone components and within a CNN layer, we explored

the frequencies of pipelined versions. The post PAR frequencies with a clock constraint

of 250 Mhz (more aggressive time constraints will lead to higher frequencies than what

is reported) for the standalone multipliers are shown in Table 6.8. Significant frequency

improvements are demonstrated from the pipelined versions which would lead to designs

achieving higher frequencies when the multiplier lies in the critical path of the system. As

the frequency is maintained at 250 MHz for all our implementations, the throughput remains

constant.
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TABLE 6.8. PAR frequencies for pipelined versions of the RCCMs

Type 2-Add 3-Add 4-Add

Original 447.43 MHz 483.09 MHz 342.82 MHz
Pipelined 770.42 MHz 578.03 MHz 623.83 MHz

FIGURE 6.9. Relationship between LUTs and amount of parallelism for
different arithmetic

6.7.4 Effect of Layer Size

We now explore how the resources usage scales with parallelism for a single layer convolu-

tional core without the PCIe interface. This is an important metric for data flow implementa-

tions as we want to instantiate a higher number of PEs in layers with the most operations to

achieve load balancing with less operationally intensive layers. Figure 6.9 shows LUT usage

from PAR where the number of parallel PEs is equal to typical neuron layer sizes used in our

trained networks. Using such sizes allows us to simulate computing all output feature maps
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TABLE 6.9. Accuracy results [%] for AddNet, floating-point (32 bit) and
fixed-point training over various ImageNet models

Model 2-Add 3-Add 4-Add float. 8-bit 6-bit 4-bit Ternary Binary

AlexNet Top-1 55.8 55.8 55.9 55.1 55.5 54.7 53.9 53.2 52.0
Top-5 79.8 79.8 80.0 79.2 78.6 78.5 78.3 78.1 76.9

ResNet-18 Top-1 65.1 67.4 68.1 68.6 66.0 63.5 62.0 61.6 57.5
Top-5 86.4 87.6 87.8 88.2 87.5 85.9 85.4 84.2 81.2

ResNet-50 Top-1 72.1 72.7 73.8 76.0 72.5 69.6 68.4 67.0 65.0
Top-5 91.2 91.5 92.0 92.9 91.6 89.5 89.1 88.7 86.5

of a layer in parallel. As expected, all implementations scale linearly with the number of

PEs. However, for the AddNet multipliers, as we increase the number of PEs we see smaller

increase in LUTs in comparison to the 8-bit version. This is amplified further with the smaller

multiplier implementations which demonstrate smaller gradients to the 4-Add version. For

example, with 2048 PEs instantiated, we achieve a substantial 52% LUT reduction. Typically

neural network implementations are constrained by the number of PEs we can instantiate per

layer due to resource scaling.

6.7.5 Accuracy

To demonstrate the robustness of our quantization strategy, we implement the training on

several benchmark networks for image classification. The proposed method is evaluated on the

ILSVRC-2012 ImageNet dataset which contains natural high resolution visual classification

dataset consisting of 1000 classes, 1.28 million training images and 50K validation images.

The images are preprocessed as per the reference models by resizing the inputs to 256×256

before being randomly cropped to 224×224. We report our single-crop performance evalu-

ation results using Top-1 and Top-5 accuracy, where the cross-entropy loss of the predicted

classification against the actual classification is minimized during training. The AlexNet

network consists of 5 convolutional and 3 fully-connected layers. ResNet networks consist of

blocks of two or three convolutional layers and a residual connection [48]. Two models are

explored with varying depths of these blocks.
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In Table 6.9, we display the accuracies of quantizing for different multiplier sizes and compare

them to fixed point re-training and floating point network accuracies. All results were trained

with the 4-Add RCCM in the first and last layers to preserve accuracy and were trained for

a fixed number of epochs. For all these networks we achieve at least 8-bit accuracy with

resource savings through our multiplier. This demonstrates the effectiveness of AddNet. In

particular, we can achieve equivalent to floating point accuracy for AlexNet with only 2-Add

multipliers which translates to large resource savings. In some instances, the accuracy is

improved and this is due to the regularization effect of the quantization which improves the

generalization of the network.

6.7.6 Accuracy vs Area

Fundamentally, our goal is to achieve the highest possible accuracy while consuming the

smallest amount of resources. Thus, it is important to evaluate the accuracy achieved against

the amount of resources used. To do this, we have analyzed the area consumed for different

precisions of traditional fixed-point training against AddNet training. figure 6.10 shows these

evaluations for each network. The closer data points are to the top left corner of the graphs,

the more optimized and more efficient the method. We see that both the 2-Add and 3-Add

cases show improvements over the traditional quantization methods. This demonstrates the

effectiveness of our training methodology. The 4-Add case achieves the same or greater

accuracy than the 8-bit but with significantly less resources. Additionally, for all three

networks, the 2-Add and 3-Add case significantly improve accuracy and area over 6-bit

implementations and the 2-Add case significantly improves accuracy and area over the 4-bit

implementations. This is a very important contribution of this work: instead of reducing

precision, which is a standard approach to save silicon area, our method gets better area

savings and much better accuracy for all networks.

After investigating the effect of weight precision, we also analyze the effect of activation

precision on both accuracy and area. table 6.10 shows the accuracy against different sizes

for win using the 2-Add multiplier coefficients for ResNet-18. We particularly analyze 2-

Add ResNet-18 as it has the highest discrepancy from our 8-bit and full-precision models.
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FIGURE 6.10. Accuracy-Area comparison of uniform and AddNet quantiza-
tion for AlexNet and ResNet

TABLE 6.10. Accuraciy results from changing activation bit width for 2-Add
ResNet-18

2-bit 4-bit 8-bit 12-bit 16-bit

Top-1 54.3% 57.7% 58.2% 58.2% 58.2%
Top-5 79.8% 81.4% 82.0% 82.0% 82.0%

As shown, increasing the activation to 16-bits does not close the accuracy gap. Observing

figure 6.8, the area of the 2-Add with win = 16 is roughly equivalent to the 3-Add with

win = 8. Thus, in this case, it is much more effective to use the 3-Add with win = 8 as the

accuracy is improved.

6.8 Summary

In this Chapter, RCCMs are designed to utilize low-level FPGA architecture properties.

RCCMs restrict their inputs by only allowing a certain types of coefficient sets. Thus,

following the design of RCCMs, a training methdology is described to train CNNs, such

that their representations are compatible with the multiplier. The is done via a distribution

matching technique and quantization training using the STE method. We then describe our

FPGA hardware design for evaluating the performance of our training methods. We compare

different multiplier sizes which allow for different coefficient set sizes. We also compare

against using standard fixed-point arithmetic. Hardware results regarding resource usage,

estimated power consumption and frequency are reported. We also investigate the effect
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of multiplier sizes have on network accuracy and present results for an accuracy-hardware

trade-off between using our RCCM arithmetic against conventional fixed-point arithmetic.
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CHAPTER 7

Conclusion

The overall goal of this thesis was to design DNN representations that are amenable to

hardware implementation, but still maintain high accuracy. Over the course of this thesis,

different training techniques were developed to achieve this. Their accuracy was evaluated on

benchmark image classification/object detection datasets and resource utilisation/performance

on specialized hardware. They were able to improve on previous state-of-the-art methods

for different accuracy-performance tradeoffs, making these techniques suitable to various

applications on embedded systems. The contributions, and to what extent they satisfied our

original aims, are explored in greater detail in the following paragraphs.

The first aim of this thesis was to explore whether the use of sparse representations could

enhance DNN hardware performance on embedded platforms. To simplify the problem,

bitwise networks were the focus. A representation with high sparsity was trained, without

impinging on accuracy, and then lossless compression algorithms were used to compress the

model. This work was effective in reducing memory and improving throughput of state-of-

the-art bitwise networks via hardware cost models. Additionally, these models improved or

maintained accuracy on the MNIST and CIFAR10 datasets. This illustrates that for very high

amounts of sparsity, bitwise networks can be compressed and/or accelerated further on FPGA

technology and other specialized hardware platforms. Implementations of DNNs on smaller

devices and/or with higher throughput is therefore possible.

The next aim of this thesis was to design sparse representations in a way that requires minimal

additional hardware for its implementation. Sparsity is induced in bitwise networks by

making all weights in certain convolutional kernels equal to zero. Since computation for those

kernels can be ignored, the regular data access patterns of dense matrices are maintained,
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meaning no decompressor is required in hardware. This ensures these are applicable to

improving many existing DNN hardware implementations. This is done via a hardware-

aware filter pruning framework for customizing low-precision CNNs to underlying FPGA

architectures. By prioritizing hardware implications of pruning rather than sensitivities of

each layer, performance improvements are achieved for bitwise networks over existing state-

of-the-art pruning techniques. Additionally, state-of-the-art FPGA performance was achieved

for several metrics in terms of FPS, FPS/kLUT and FPS/BRAM for the AlexNet and TinyYolo

networks on the ImageNet dataset. These results illustrated that by using a software-hardware

co-design approach, performance improvements were possible on various hardware platforms.

This broadens the applicability of DNNs, making them more useful for high-throughput

applications.

Another aim of this thesis was to improve the accuracy of hardware-friendly DNN imple-

mentations, with minimal additional overhead. This was studied once again in the context of

improving the accuracy of bitwise networks, which previously achieved high performance at

the cost of a hit in terms of accuracy. Learning scaling factors was proposed using gradient-

based optimizations and ordering them via a diagonal scalar matrix for efficient computation.

In contrast to other quantization approaches, this reduced the computational requirements

of fine-grained quantization and significantly improved state-of-the-art accuracy on modern

benchmark networks such as AlexNet, ResNet and VGG, on the ImageNet dataset. In addition,

to demonstrate the amenability of our representations on specialized hardware, an architecture

was designed and implemented on an FPGA for varying parallelisms which incurred minimal

hardware complexity. These results show that achieving equivalent floating point accuracy is

possible whilst maintaining similar computational complexity to bitwise networks, meaning

DNN implementations on embedded platforms may be suitable for life-critical decision

making applications.

The final aim of this thesis was to increase precision of the network without incurring the

typical hardware costs associated with conventional fixed point arithmetic. To do this, a custom

arithmetic was developed which utilized low-level hardware optimizations to efficiently

utilize FPGA resources. Following this, a training algorithm was described to make CNN
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representations which are compatible with the hardware. More specifically, reconfigurable

constant coefficient multipliers were explored for CNN inference. A novel distribution

matching scheme which restricts the allowable coefficient values in a computationally tractable

manner is proposed, as well as an associated training algorithm. Our results showed that

this approach achieves better accuracy on the ImageNet dataset than bitwise networks, while

allowing the expensive multipliers usually used in fixed-point implementations to be replaced

by shifts, adds and small multiplexers. Overall, the approach reduces mismatch between CNN

computation and existing FPGA device architectures, making more efficient implementations

possible. It also demonstrates the benefits of designing a custom arithmetic and training

technique for a given hardware platform. This also motivates an investigation into new

low-level DNN hardware designs which don’t rely on conventional arithmetic methods.

7.1 Future outlook

In Chapters 3, the direct hardware architecture performance values were not integrated into

the training algorithm. Instead, sparsity was used in the training algorithm as the metric for

considering hardware performance. It was assumed the more sparsity, the better the hardware

performance. However, a potentially more effective approach to these, would be to implement

automated hardware-software co-design. More specifically, Automated Machine Learning

(AutoML) methods [23]. By directly embedding the target hardware’s performance into

the learning algorithm, it is possible to rely on gradient-based optimizations to find better

accuracy-performance trade-offs. This could potentially guide the training process to choose

sparsity in more specific areas. It would also be interesting for researchers to extend this work

by applying these techniques for more complex datasets and models and hence potentially

improve the accuracy and its applicability to real-world problems.

In Chapter 4, the layers pruned were chosen based on their hardware performance impacts. I.e.

layers which were bottlenecks for performance were targeted. Again, this type of optimization

may benefit from AutoML methods by embedding the hardware costs of each layer into the

training algorithm. Additionally, further work in this area could explore using various other
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network layers such as the addition of residual layers to improve accuracy with potentially a

small hardware cost. Hardware cost models could be designed for other DNN implementations

on other hardware platforms such as CPUs, GPUs and ASICs with similar pruning techniques

applied.

In Chapter 5, learnable scaling factors were introduced in a pixel-wise/row-wise. However,

exploring scaling factor granularity along the kernel axis, is only suitable for some hard-

ware architectures. Conducting further research in this area could investigate relaxing the

restriction of scaling factor placement having to satisfy a diagonal scalar matrix. This could

either improve accuracy further or generalize this technique to a broader range of hardware

architectures. Exploring different granularities along the input and/or output feature map

channels may achieve this.

In Chapter 6, while the benefits of developing customised training techniques for RCCMs

were demonstrated on CNNs, it is expected that training any type of neural network to make

use of RCCMs is possible. This technique introduces a new dimension for optimization of

neural networks in which the arithmetic is directly customized, and is orthogonal to matrix

decomposition and sparsity-inducing approaches. This approach should be explored as an

alternative to simply studying the use of reduced precision fixed point arithmetic. Further

research in this area may also explore designing custom arithmetic for various hardware

platforms and other FPGA architectures. Additionally, for the same FPGA architecture,

other more efficient multipliers, or alternative arithmetic operators, may be designed and an

accompanying training algorithm derived that builds on our presented approach.
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